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#### Abstract

In this paper, we analyze the asymptotic capacity in a spectrum sharing system where a secondary access point (SAP) restrictively utilizes the licensed spectrum of an active primary user (PU) to broadcast information to multiple secondary users (SUs) simultaneously, as long as the interference power inflicted on the PU is less than a predefined threshold. At the SAP, interference channel state information (CSI) between the SAP and the PU is used to calculate the maximum allowable SAP transmit power to limit the interference. We first derive the average capacity when perfect CSIs are known at the SAP based on extreme value theory. When the CSIs are imperfect, specifically, the interference CSI is imperfect, or the CSI of the SU transmission channel is imperfect, which is an important scenario for the secondary system. Then we characterize the capacity loss where perfect CSIs are not always available at the SAP.


## I. Introduction

Currently, modern radio spectrum management is faced with the challenge of accommodating a growing number of wireless applications and services on a limited amount of spectrum. Cognitive radio (CR) technology has been proposed as a promising solution to implement efficient reuse of the licensed spectrum by unlicensed devices [1], [2]. In general, CR may be implemented by means of opportunistic spectrum access or spectrum sharing. In an opportunistic spectrum access system, the secondary users (SUs) can only transmit in "white spaces", i.e., the frequency bands or time intervals where the primary users (PUs) are silent [1]; In a spectrum sharing system, SUs may be allowed to transmit simultaneously with active primary users (PUs), as long as the interference power from the SUs to the PUs is less than an acceptable threshold. The maximum allowable interference power is called interference temperature $Q$ [3], [4], which guarantees the quality of service ( QoS ) of the PU regardless of the SU's spectrum utilization. Such approaches also have great potential to manage interference in future heterogeneous networks [5] or hierarchical network, e.g., femtocell. Clearly, the latter can achieve higher spectral efficiency at the expense of additional side-information at the SUs and the increased signaling overhead. Spectrum sharing approach has been actively researched [4]-[7].

Over the last few years, opportunistic transmission has drawn much attention as an effective means of exploiting multiuser diversity (MUD) gain in wireless networks. The MUD gain resulting from the statistically independent channels seen by the only one user with the best channel condition. Recently, ideas from opportunistic communication were used
in spectrum-sharing cognitive radios by selectively activate one or more SUs to maximize the SU throughput while satisfying interference constraints [4], [6]. Some of the related works are summarized as follows. The MUD gain in cognitive networks is studied in [4], [8]-[11], by selecting the SU with the highest signal to interference and noise ratio under the PU interference constraints. In [8], the authors have investigated the multiuser diversity gain in an opportunistic CR system, which has been shown to grow like $\log \log (N)$, where $N$ is the number of SU. Jamal et al. [11] and Shen et al. [12] found that the SU throughput can be increased by simultaneously activating as many secondary transmitters as possible. However, these asymptotic analysis only propose scaling laws for asymptotic SNR, rather than providing exact results. In this paper, we first give a closed form of the asymptotic capacity under full CSI knowledge at the SAP. Then we discuss the effects on the capacity under imperfect interference CSI and SUs' transmission CSI.

## II. System And Channel Model

As shown in Fig. 1, a spectrum sharing homogeneous network in a single cell system is considered, where an SAP utilizes the licensed spectrum of a PU to broadcast information to a set of $N$ SUs. All users in the network are assumed to be equipped with a single antenna. In the system, any transmission from the SAP to the SUs is allowed provided that the resulting interference power level at the PU is below the predefined threshold, which is called the interference-temperature constraint [2], [7], [13]. The interference-temperature $Q$ represents the maximum allowable interference power level at the PU. The channel gains from the SAP to the PU and the $j$-th SU are denoted by $\alpha_{s p}$ and $\beta_{j}$, respectively, where $j \in\{1, \cdots, N\}$. The channel gains $\alpha_{s p}$ and $\beta_{j}$ are assumed to be independent and identically distributed (i.i.d.) exponential random variables.

Utilizing the feedback scheme, the SAP can obtain the interference CSI through periodic sensing of pilot signal from the PU by the hypothesis of channel reciprocity [14], the SAP then computes the maximum allowable transmit power depending on $\alpha_{s p}$ so as to satisfy the interference temperature constraint at the PU. The SAP allocates its peak power for transmission provided that the interference temperature is satisfied with its peak power. Otherwise, it adaptively adjusts its transmit power to the allowable level so that the interference
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Fig. 1. The system model for the SU network coexisting with a PU
perceived at the PU is maintained as a given interference temperature level $Q$. Correspondingly, the transmit power of the SAP $P_{t}$ is [15]

$$
\begin{equation*}
P_{t}=\min \left(P, \frac{Q}{\alpha_{s p}}\right) \tag{1}
\end{equation*}
$$

where $P$ represents the peak power of the SAP transmission.
It is worthwhile to mention that, similar to that in [4], [16], the detailed protocol between the primary transmitter and the primary receiver is ignored, and the interference from primary transmitters can be translated into the noise term of the secondary system.

## III. Asymptotic Capacity with Perfect CSIs

We assumed that the SAP can obtain the perfect estimation of interference channel gains $\alpha_{s p}$ by direct feedback from the PU [5] and the SUs' transmission CSI. Accordingly, the received signal-to-noise power ratio (SNR) $\gamma_{j}$ at the $j$-th $\operatorname{SU}$ is

$$
\gamma_{j}=\frac{P_{t} \beta_{j}}{\sigma^{2}}=\left\{\begin{array}{l}
P \beta_{j}, \alpha_{s p} \leq \frac{Q}{P}  \tag{2}\\
\frac{Q \beta_{j}}{\alpha_{s p}}, \alpha_{s p}>\frac{Q}{P}
\end{array}\right.
$$

where the variance of white Gaussian noise is normalized to be 1 . To simplify mathematical analysis, $\alpha_{s p}$ and $\beta_{j}$ are both assumed to be i.i.d. exponential random variables with unit mean. The cumulative density function (cdf) of the received $\operatorname{SNR} \gamma_{j}$ at the $j$-th SU is

$$
\begin{align*}
F_{\gamma_{j}}(\gamma) & =\operatorname{Pr}\left[\alpha_{s p} \leq \frac{Q}{P}\right]\left(1-e^{-\frac{\gamma}{P}}\right) \\
& +\operatorname{Pr}\left[\left.\frac{Q \beta_{j}}{\alpha_{s p}} \leq \gamma \right\rvert\, \alpha_{s p}>\frac{Q}{P}\right] . \tag{3}
\end{align*}
$$

After some calculation, we have
$F_{\gamma_{j}}(\gamma)=\left(1-e^{-\frac{Q}{P}}\right)\left(1-e^{-\frac{\gamma}{P}}\right)+e^{-\frac{Q}{P}}\left(1-\frac{Q}{Q+\gamma} e^{-\frac{\gamma}{P}}\right)$.
Furthermore, we can obtain the probability density function (pdf) $f_{\gamma_{j}}(\gamma)$ by differentiating (4) with respect to $\gamma$, which
gives

$$
\begin{equation*}
f_{\gamma_{j}}(\gamma)=\frac{1}{P}\left(1-e^{-\frac{Q}{P}}\right) e^{-\frac{\gamma}{P}}+\frac{Q(P+Q+\gamma)}{P(Q+\gamma)^{2}} e^{-\frac{\gamma+Q}{P}} . \tag{5}
\end{equation*}
$$

Now the SAP chooses the SU that has maximal received SNR from $N$ SUs at each transmission. The SU average capacity is given by [17], $C_{U} \triangleq E\left[\log \left(1+\gamma_{\max }\right)\right]=$ $\int_{0}^{\infty} \log (1+\gamma) f_{\gamma_{\max }}(\gamma) d \gamma$, where $\gamma_{\max } \triangleq \max _{1 \leq i \leq N} \gamma_{i}$, whose pdf is denoted as $f_{\gamma_{\max }}(\gamma)=N f_{\gamma_{i}}(\gamma) F_{\gamma_{i}}(\gamma)^{N-1}$, which is shown in the following Theorem.
Theorem 1: For $P \gg Q$, the SU asymptotic capacity in the spectrum sharing system approximates as

$$
\begin{align*}
C_{U} \approx(1 & \left.-E_{0}\right) \log \left(1+P \mathcal{W}\left(\frac{N Q}{P}\right)-Q\right) \\
& +E_{0} \log \left(1+P \mathcal{W}\left(\frac{N e Q}{P}\right)-Q\right) \tag{6}
\end{align*}
$$

for the large number $N$ of SU , where $E_{0}=0.5772 \ldots$ is the Euler constant [18] and $\mathcal{W}(\cdot)$ denotes a Lambert W function [19].
Proof: Omitted due to limited space.
The closed form of the capacity is obtained. From [20], $\mathcal{W}(z) \approx \log z$ for large $z$. Therefore, (6) can be approximated as $\left(1-E_{0}\right) \log (1+P(\log N Q-\log P)-Q)+$ $E_{0} \log (1+P(\log N e Q-\log P)-Q)$ for large $N$. We can see that the average capacity in the spectrum sharing system grows like $\Theta(\log (\log N))^{1}$. Our result complements and reinforces the result in [8]-[10].

## IV. Impact of Imperfect CSIs on The SU Capacity

In practice, however, the SAP may not know the interference CSI on the link between the SAP and the PU, because the PU would not purposely provide it's CSI to the SAP. In addition, due to feedback delay, the SAP only obtain the SUs' imperfect CSI. In this section, we mainly address the impacts of imperfect CSI of the interference channel and the SU transmission channels on the capacity.

## A. Asymptotic Capacity with Imperfect Interference CSI

Due to limited cooperation between the SAP and the PU, the SAP is only provided with partial channel knowledge of $h_{s p}$. With partial CSI of the interference channel at the SAP, we have an estimate of the interference channel $h_{s p}$ of the form

$$
\begin{equation*}
\hat{h}_{s p}=\rho h_{s p}+\sqrt{1-\rho^{2}} \epsilon, \tag{7}
\end{equation*}
$$

where $\hat{h}_{s p}$ is the interference channel estimate available at the SAP, and $\epsilon$ follows circularly symmetric complex Gaussian distribution with zero mean and variance (i.e., $\mathcal{C N}(0,1)$ ) and is uncorrelated with $h_{s p}$. The correlation coefficient $0 \leq \rho \leq 1$ is a constant that determines the average quality of the channel estimate over all channel states of $h_{s p}$. This model is well

[^0]estimated in the literature, which investigates the effects of imperfect CSI [21], [22].

Since $\hat{\alpha}_{s p} \neq \alpha_{s p}$, noting that in the presence of partial interference channel information, the second constraint in (1) is no longer well defined, and the interference at times may not be limited to $Q$. Therefore, a revision is necessary. The interference inflicted at the PU under the imperfect interference CSI can be found from the following [23]

$$
\begin{equation*}
P_{t}=\min \left(P, \frac{Q^{\prime}}{\hat{\alpha}_{s p}}\right) . \tag{8}
\end{equation*}
$$

In this scenario, we may allow the interference to exceed a certain threshold $Q$ with a small probability $\delta$. In this case, the second term in (1) can be replaced by

$$
\begin{equation*}
\operatorname{Pr}\left(\frac{Q^{\prime} \alpha_{s p}}{\hat{\alpha}_{s p}} \leq Q\right)=1-\delta \tag{9}
\end{equation*}
$$

Let $Z=\frac{\alpha_{s p}}{\hat{\alpha}_{s p}}$. In order to find $Q^{\prime}$, we have to obtain the cdf of $Z$. The cdf of $Z$ is given by
$\operatorname{Pr}(Z<z)=\operatorname{Pr}\left(\alpha_{s p}<\hat{\alpha}_{s p} z\right)=\int_{0}^{\infty} \int_{0}^{y z} f_{\alpha_{s p}, \hat{\alpha}_{s p}}(x, y) d x d y$,
where $f_{\alpha_{s p}, \hat{\alpha}_{s p}}(x, y)$ is the joint pdf of the variables $\alpha_{s p}$ and $\hat{\alpha}_{s p}$. Their joint pdf can be expressed as in [24]

$$
\begin{equation*}
f_{\alpha_{s p}, \hat{\alpha}_{s p}}(x, y)=\frac{1}{1-\rho^{2}} e^{-\frac{x+y}{1-\rho^{2}}} I_{0}\left(\frac{2 \rho \sqrt{x y}}{1-\rho^{2}}\right), \tag{11}
\end{equation*}
$$

where $I_{0}(\cdot)$ is the zeroth-order modified Bessel function of the first kind Eq. (8.431.1) in [19]. Substituting the joint pdf $f_{\alpha_{s p}, \hat{\alpha}_{s p}}(x, y)$ in (10) results in the following
$\operatorname{Pr}(Z<z)=\frac{1}{1-\rho^{2}} \int_{0}^{\infty} e^{\frac{-y}{1-\rho^{2}}} \int_{0}^{y z} e^{\frac{-x}{1-\rho^{2}}} I_{0}\left(\frac{2 \rho \sqrt{x y}}{1-\rho^{2}}\right) d x d y$
Using Eq. (10) in [25], the inner integral in (12) can be solved to give
$\operatorname{Pr}(Z<z)=\frac{1}{1-\rho^{2}} \int_{0}^{\infty} e^{\frac{-y}{1-\rho^{2}}} \int_{0}^{y z} e^{\frac{-x}{1-\rho^{2}}} I_{0}\left(\frac{2 \rho \sqrt{x y}}{1-\rho^{2}}\right) d x d y$

$$
=1-\int_{0}^{\infty} e^{-y} Q_{1}\left(\sqrt{\frac{2 \rho^{2} y}{1-\rho^{2}}}, \sqrt{\frac{2 y z}{1-\rho^{2}}}\right) d y
$$

where

$$
\begin{equation*}
Q_{1}(a, b)=\int_{b}^{\infty} x e^{-\frac{x^{2}+a^{2}}{2}} I_{0}(a x) d x \tag{13}
\end{equation*}
$$

is the first-order Marcum Q-function [25]. Using Eq. (55) in [25], we can obtain the cdf of Z in closed form as

$$
\begin{equation*}
\operatorname{Pr}(Z<z)=1-\frac{1}{2}\left(1+\frac{t}{r}\right) \tag{14}
\end{equation*}
$$

where $t=2\left(1+\frac{\rho^{2}}{1-\rho^{2}}-\frac{z}{1-\rho^{2}}\right), r=\sqrt{s^{2}-\frac{16 \rho^{2} z}{\left(1-\rho^{2}\right)^{2}}}$ and $s=2\left(1+\frac{\rho^{2}}{1-\rho^{2}}+\frac{z}{1-\rho^{2}}\right)$. Let $z=\frac{Q}{Q^{\prime}}$. Noting that $\operatorname{Pr}(Z \leq z)=1-\delta$, we have $1+\frac{t}{r}=2 \delta$. After some algebraic manipulations, we can obtain the following expression

$$
\begin{equation*}
z=1+\left(1-\rho^{2}-2 \delta+2 \rho^{2} \delta+\hbar\right) \frac{2 \delta-1}{2 \delta(\delta-1)} \tag{15}
\end{equation*}
$$

where $\hbar=\sqrt{1+4 \rho^{2} \delta-2 \rho^{2}+4 \rho^{4} \delta^{2}-4 \rho^{4} \delta-4 \rho^{2} \delta^{2}+\rho^{4}}$. Note that the fact $z=\frac{Q}{Q^{\prime}}$, closed form of $Q^{\prime}$ is available, i.e., $Q^{\prime}=\frac{Q}{z}$. It should be noted that when $\rho=1$ (perfect interference CSI), $z=1$, i.e., $Q^{\prime}=Q$. Since the pdf of $\hat{\alpha}_{s p}$ is the same as that of $\alpha_{s p}$ [26], similar to the same derivation in section III, we have the following theorem.
Theorem 2: When $P \gg Q$, the SU average capacity with the imperfect interference CSI at the SAP is

$$
\begin{aligned}
C_{U E} \approx(1 & \left.-E_{0}\right) \log \left(1+P \mathcal{W}\left(\frac{N Q^{\prime}}{P}\right)-Q^{\prime}\right) \\
& +E_{0} \log \left(1+P \mathcal{W}\left(\frac{N e Q^{\prime}}{P}\right)-Q^{\prime}\right)
\end{aligned}
$$

for the large number $N$ of SU.

## B. SU Asymptotic Capacity with Imperfect SU Transmit CSI

The imperfect CSI may arise due to a variety of reasons, such as channel estimation error, mobility, and feedback delay. In this subsection, for mathematical tractability, we assume that the imperfectness comes from feedback delay.
The SAP transmission channel estimate $\hat{h}_{k}$ is obtained by the transmitter from a feedback path with time delay. Letting $\hat{h}_{k}$ denote the $k$-th channel coefficient at the SAP and $h_{k}$ indicate the counterpart at the instant of transmission, then the relation between $\hat{h}_{k}$ and $h_{k}$ can be formulated as

$$
\begin{equation*}
\hat{h}_{k}=\delta h_{k}+\sqrt{1-\delta^{2}} \epsilon_{k}, k=1,2, \ldots, N \tag{16}
\end{equation*}
$$

where $\delta \equiv J_{0}\left(2 \pi f_{d} T\right)$ is the correlation coefficient of $\hat{h}_{k}$ and $h_{k}$ between $t$ and $t+T$ with Doppler frequency $f_{d}$, and $\epsilon_{k}$ confirms to $\mathcal{C N}(0,1)$ and is uncorrelated with $h_{k}$. Note that $J_{0}(\cdot)$ denotes zeroth-order Bessel function of the first kind. Their joint pdf of channel gains $\left|\hat{h}_{k}\right|^{2}$ and $\left|h_{k}\right|^{2}$ is given by

$$
\begin{equation*}
f_{\left|h_{k}\right|^{2},\left|\hat{h}_{k}\right|^{2}}(x, y)=\frac{1}{1-\delta^{2}} e^{-\frac{x+y}{1-\delta^{2}}} I_{0}\left(\frac{2 \delta \sqrt{x y}}{1-\delta^{2}}\right) . \tag{17}
\end{equation*}
$$

We account for the uncertainty caused by feedback delay, due to processing delay at the receiver and propagation delay in the feedback. After capturing the SU with the best channel condition, the SAP should determine the transmission rate for this SU. When the SAP allocates the transmission rate matched to the SNR at a measured instant of the SU, a downlink transmission packet error may occur due to a channel quality change prior to the instant of downlink transmission. This mismatch is caused by a feedback delay. One solution to reduce the downlink error probability is to set the actual transmission rate to a lower value than that of the estimated one. To determine a suitable rate, we will first consider the conditional pdf of the current fading for a particular SU based on its outdated channel SNR. We now asymptotically analyze the capacity in order to understand the effects of channel estimation errors.
Theorem 3: When $P \gg Q$, for the large $N$, the SU average capacity $C_{U E}$ with imperfect SU transmission CSI is lowerbounded as (18)
Proof: Omitted due to limited space.
From (18), it is clear that when $\delta=1$ (perfect CSI), the terms including $\exp \left(-\frac{\delta^{2}}{1-\delta^{2}}\right)$ in the right side of (18) is equal
to zero, in the case $C_{U E}=C_{U}$. It is note that [27], the number of the symbols in the feedback packet grows like $O(\log N)$ as $N$ increases. This implies that the feedback delay also grows like $O(\log N)$ because the SAP can transmit after receiving the feedback packets. This reduces the value of $\delta$ and the performance would be degraded.

## V. Numerical Results

Here we present simulation results that validate our theoretical claims. These results are obtained through MonteCarlo simulations. Fig. 2 shows the average capacity versus the number $N$ of SU for two different transmission peak power $P=20,30 \mathrm{~dB}$ and $Q=0 \mathrm{~dB}$. It is verified that the asymptotic approximation results exactly characterize the performance of the capacity. The simulation curves show that the capacity increases with the number of SUs, which grow like $\log (\mathcal{W}(N))$.

Fig. 3 shows the new interference threshold measurement $Q^{\prime}$ versus channel correlation coefficient with the probability of interference power exceeding $Q$. For a certain probability, the new interference threshold $Q^{\prime}$ will increase with the channel correlation coefficient $\rho$, likewise, $Q^{\prime}$ will increase with probability for a certain channel correlation coefficient. This agrees with reality. We further see that when channel correlation coefficient is equal to $1, Q^{\prime}$ is always equal to $Q$ in probability 1 .


Fig. 2. Average capacity versus the number of SU with perfect CSIs for two different transmission peak power $P$

Fig. 4 shows the average capacity performance simulation including the effect of the feedback delay. The SAP transmission peak power $P=30 \mathrm{~dB}$, and $Q=0 \mathrm{~dB}$. To include the effect of the number of feedback bits increase, in the simulation, it is also assumed that the normalized Doppler frequency $f_{d} T$ is given as $c \log _{2} N$. It is assumed that the transmission rate is set to $\log \left(1+\lambda \delta^{2} \gamma_{\text {max }}\right)$ and the transmission errors occurs when the channel gain at the downlink transmission instant is smaller than $\lambda \delta^{2} \gamma_{\max }$. As the Doppler frequency increases, the performance is degraded while the capacity growth rate is maintained as $O(\log \log N)$. This simulation also shows that increasing the value of $\delta$ the performance would be degraded.


Fig. 3. The ratio of interference threshold versus channel correlation coefficient under three different probability


Fig. 4. Average capacity scheme considering feedback delay $(\lambda=0.8)$.

## VI. Conclusion

The SU average capacity in spectrum sharing has been investigated, based on the asymptotic theory of extreme order statistics. Specially, we have derived the SU average capacity with perfect CSIs available in closed form. In contrast to the previous results in the paper, we also first have investigated the impact of imperfect interference CSI on the SU average capacities. For the case, when the interference channel gain is incorrectly measured, the interference power at the PU may exceed the maximum allowable limit. One measure of addressing this issue is to exploit a modified lower interference limit so that the original limit is only exceeded with a small probability, and a new maximum allowable limit in closed form is obtained. Then we have addressed the impacts on the capacity with the SU transmission feedback delay. For the situation, after capturing the SU with the best channel condition, the SU feeds channel gain to the SAP, and the SAP should determine the transmission rate for this SU. When the SAP assigns the transmission rate matched to the SNR at a measured instant of the SU, due to feedback, transmission
$C_{U E} \geq C_{U}\left(1-O\left(\frac{1}{\log N}\right)\right) \times\left(1-\frac{1}{2} \exp \left(-\frac{\delta^{2}(1-\sqrt{\lambda})^{2}(\log N-\log \log N)}{1-\delta^{2}}\right)+\frac{1}{2} \exp \left(-\frac{\delta^{2}(1+\sqrt{\lambda})^{2}(\log N-\log \log N)}{1-\delta^{2}}\right)\right)$.
packet error may occur due to a channel quality change prior to the instant of transmission.
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[^0]:    ${ }^{1}$ In this paper, $f(n)=O(g(n))$ if and only if there are constant $c$ and $n_{0}$ such that $f(n) \leq c g(n)$ for any $n>n_{0} . f(n)=\Theta(g(n))$ if and only if there are constants $c_{1}, c_{2}$ and $n_{0}$ such that $c_{1} g(n) \leq f(n) \leq c_{2} g(n)$ for any $n>n_{0}$. We use $E(\cdot)$ to denote the expectation. We also use log to denote nature logarithm, $\operatorname{Pr}(\cdot)$ denotes probability.

