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Design of Generalized Analog Network Coding
for a Multiple-Access Relay Channel

Sha Wei, Jun Li, Member, IEEE, Wen Chen, Senior Member, IEEE, Lizhong Zheng, and Hang Su

Abstract—In this paper, we propose a generalized analog net-
work coding (GANC) scheme for a non-orthogonal multiple-access
relay channel (MARC), where two sources transmit their informa-
tion simultaneously to the destination with the help of a relay. In
the GANC scheme, the relay receives interfered signals from the
two sources and generates signals to be transmitted with a relay
function. We focus on the design of the optimal relay function
to achieve the minimum pair-wise error probability (PEP) of the
system. Specifically, we first covert the relay function optimization
problem to a transformation matrix (TM) design problem by pre-
senting the received complex signals as signal matrices composed
of real and imaginary parts. Then, we propose an optimization
criteria, i.e., maximizing the minimal squared Euclidean distance
(MMSED), to improve the PEP performance, since the PEP is de-
termined by the Euclidean distance of the received constellation at
destination. Next, we prove that the MMSED can be equivalently
converted to a convex problem by introducing an intermediate
matrix. We solve this convex problem by using the Lagrangian
method and obtain the closed-form expression of the optimal
TM. We further improve the PEP performance by optimizing
transmission power of the two sources. Simulation results show
that the proposed GANC scheme has a better PEP performance
compared to other alternative schemes.

Index Terms—Relay function, multiple access relay channel,
error probability, Euclidean distance.

I. INTRODUCTION

COOPERATIVE communication has been investigated for
decades as an efficient method to improve the reliability

of wireless networks by exploiting spatial diversity via interme-
diate relay nodes [1], [2]. Network coding (NC), on the other
hand, originated from wire-line networks [3], [4], has been
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recently applied to wireless channels to enhance the network
throughput [5]. With the implementations of diversity tech-
niques and network coding at the relay nodes, it is anticipated
that wireless networks can achieve reliable and high throughput
communications.

The NC based relaying schemes in multi-user systems can
be broadly divided into two categories, namely, decode-and-
forward (DF) based and amplify-and-forward (AF) based
NC schemes. In the DF based NC schemes, relay nodes
decode received bit sequences and combine them together
by using XOR or superposition coding before forwarding.
In [6]–[11], the authors consider orthogonal multiple-access
relay channels (MARC) without considering multi-user
interference, leading to a low spectrum efficiency. In [12], a
non-orthogonal MARC is studied with additive white Gaussian
noise (AWGN) channels. Therefore, channel fading and
diversity gain are not considered. In [13], the authors study
both the orthogonal and non-orthogonal MARC. Particularly
in the non-orthogonal MARC, the authors address the issue
of the multi-user interference, and propose a network coded
selective-and-forward relaying scheme to achieve full diversity
gain by dropping erroneous messages.

Another important DF based NC scheme is physical-layer
network coding (PNC) [14], which is mainly focussed on the
two-way relay channel and achieves higher capacity than
straight-forward network coding. Recently, the idea of PNC
is extended to a K-user MARC system [15], where all the
source nodes and the relay node transmit at the second phase.
To achieve full diversity, the authors propose a decoder
based on the possibility of error events at relay node, and
form the network coding mapping with Latin Hypercube.
Combining the PNC with structured lattice codes, the authors
[16] propose a compute-and-forward (CPF) scheme in a
multi-user Gaussian relay channel, where the relay node
exploits the interference structure of the wireless channel and
tries to decode the noisy received signal into integer linear
combinations of codewords. Without particular assumption on
the structure of the nested lattice codes, authors in [17] follow
and generalize the framework of initial CPF scheme [16] using
an algebraic approach. They give the sufficient condition for
lattice partitions to have a vector space structure, based on
which they generalize the lattice code construction and develop
encoding and decoding methods. The authors in [18] derive
the optimal dither method for lattice network coding (LNC)
over GF(4), where they also construct parameters of LNC from
convolutional, BCH, and Reed-Solomon codes.

In the AF based NC schemes [14], [19], [20], relay nodes sim-
ply amplify the received superimposed signals without decoding
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and forward them to the destination. A typical AF based NC
scheme is analog network coding (ANC) [20]. In a two-way
relay channels (TWRC), an ANC scheme is proposed [20],
in which the relay amplifies and forwards interfered signals,
and the terminals detect the signals from the counterpart by re-
moving their own information. The ANC scheme is essentially
a form of linear self-interference cancelation with the use of
a priori known information. In [21], the authors derive both the
outage probability and diversity-multiplexing tradeoff in a mul-
tiple source-destination pairs system, where the relay performs
the ANC. In [22], the relay deploys a cooperative and multicast
ANC scheme so that two destinations can use the interfered
signals to recover the desired packet. The authors analyze such
protocol in terms of the achieved rate and present an algorithm
to recover signals from the overlapped transmissions. In [23],
the authors propose a joint relay-selection and ANC using
differential modulations in a bidirectional multi-relay systems.
The ANC scheme and the CPF scheme are essentially physical-
layer network coding (PNC) scheme, which exploit the inter-
ference structure of the wireless channel at relay node. As
classified in [24], analog network coding is a PNC implemented
in infinite-field, while the CPF scheme is a PNC implemented in
finite-field. In infinite-field PNC, the relay node match the two
sources-to-relay channels to reduce estimation errors; while
finite-field PNC generates less redundant information at relay.

Compared with the DF based NC schemes, the ANC is more
attractive for its simplicity. However, the ANC is inferior to the
DF based NC schemes in terms of coding gain. This is due to
the amplification of the received noise at the relay node, leading
to the received constellation points at destination too close to
each other. Properly designing a relay function in the ANC
to enlarge the minimal distance of the constellation points can
significantly improve the error performance, while keeping the
simplicity of the ANC.

In this paper, we propose a generalized ANC (GANC)
scheme for a non-orthogonal MARC over fading channels
to achieve the minimization of the pairwise error probability
(PEP). We particularly focus on the optimal relay function
design to minimize the PEP. Firstly, we present a generalized
form of the relay function, which can adjust the transmission
power and phase on the received signals from the two sources.
To simplify the optimization and analysis, we covert the relay
function to a transformation matrix by presenting the received
complex signals as signal matrices composed of real and imag-
inary parts. As the transformation matrix is in a generalized
form for the GANC, it turns out to be an identity matrix for
the conventional ANC.

Then we consider to optimize the transformation matrix
to minimize the PEP of the system. By defining a symbol
pair as two symbols from the two sources, we develop the
expression of PEP based on the received constellation at
the destination. Since the system PEP is determined by the
Euclidean distance of the received constellation at destination,
we propose an optimization criteria, i.e., maximizing the min-
imal squared Euclidean distance (MMSED), to improve the
PEP performance.

Next, we prove that the MMSED problem can be equiv-
alently converted to a convex optimization problem by in-

Fig. 1. The non-orthogonal MARC system with two sources, one relay and
one destination.

troducing an intermediate matrix. As such, we can develop
the optimal transformation matrix to achieve the solution of
the MMSED by using the Lagrangian method. Specifically,
we can convert the original MMSED optimization problem
to a convex quadratical linear programming problem by (1)
replacing the objective function in the MMSED with an affine
function, and (2) defining an intermediate matrix to be opti-
mized, which is the multiplication of the relay-to-destination
channel matrix and the transformation matrix. In this case, we
utilize the Lagrangian method and derive the optimal solution
by discussing the possible values of Lagrangian multipliers.
Then we can obtain the optimal transformation matrix based on
the optimized intermediate matrix and the relay-to-destination
channel matrix. With the optimized transformation matrix, we
optimize transmission power of the two sources to further
enhance the PEP performance. Simulation results show that
the proposed GANC scheme has a better PEP performance
comparing to other alternative schemes in both 4-QAM and 16-
QAM modulations.

The rest of this paper is organized as follows. We first de-
scribe the system model and propose the GANC relay function
in Section II. Then we formulate the PEP minimization problem
and derive the optimal relay function in Section III. Next, we
investigate the practical aspect of the optimal relay function by
discussing the feedback overhead in Section IV. The sources
transmission power optimization problem is formulated and
solved in Section V. Simulation results are summarized in
Section VI, and conclusions are given in Section VII.

The notations used in this paper are as follows. Superscript
(·)T denotes transpose. Furthermore, |x| denotes the norm of the
complex number x, ‖x‖2

2 denotes the squared Euclidean norm of
a complex vector x, and ‖X‖2

F denotes the Frobenius norm of a
complex matrix X.

II. SYSTEM MODEL

Consider a two-source single-relay multiple-access relaying
system, where two sources S1 and S2 transmit their information
to the common destination D with the assistance of a half-
duplex relay R , shown in Fig. 1. Each transmission period is
divided into two transmission phases. In a symbol time slot of
the first transmission phase, the two sources simultaneously
broadcast their symbols x1 and x2 to both the destination and the
relay. In a symbol time slot of the second transmission phase,
the two sources keep silent, while the relay processes the re-
ceived signals and forwards the amplified symbol xR to the des-
tination. At the end of the second phase, the destination decodes
the two sources’ information based on the received signals.
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Let us define xa as one of an M-QAM symbol transmitted by
Sa for a= 1, 2, which consists of the in phase xaI and quadrature
xaQ as xa =xaI+

√
−1xaQ with E(xax∗a)=Ea. Here, Ea denotes

the transmission power of Sa. In addition, the signal xab for
b = I,Q is obtained as xab = M (sab), where M (·) denotes a√

M-PAM constellation mapper, and sab ∈ {0,1, · · · ,
√

M−1}
indicate the equally probable information corresponding to
the in phase and quadrature of xa, respectively. Then, xab is
calculated as

xab =
2sab −

(√
M−1

)√
2(M−1)/3

. (1)

Denote the M-QAM modulation set by Ω. We assume that all
the signals are transmitted in the same frequency band. The
channel between any two nodes v and w, v ∈ {1,2,R }, w ∈
{R ,D}, and v �=w, is denoted by hvw with a subscript indicating
the nodes under consideration. We assume that hvw for all v
and w are Rayleigh distributed with a mean zero and variance
γvw. We consider slow fading channels in our system, i.e., the
channel coefficients are constant during a transmission period,
while they change independently from one transmission period
to another. This assumption is practical in each subcarrier of an
OFDM sytem.

Based on the aforementioned system settings and assump-
tions, the received signals at the relay and destination in a
symbol time slot of the first transmission phase are

yR =
√

E1h1R x1 +
√

E2h2R x2 +nR ,

y1 =
√

E1h1Dx1 +
√

E2h2Dx2 +n1 (2)

respectively, where nR and n1 are complex additive white Gaus-
sian noise (AWGN) samples at the relay and destination with a
zero mean and variance σ2/2 per dimension, respectively.

After receiving the interfered signal yR from the two sources,
the relay node applies a function f (·) on yR . The signal to be
transmitted from the relay node can be written as

xR = f (yR ), (3)

where the specific definition of f (·) function will be introduced
later. We assume that the maximum transmission power at relay
node is ER , which yields |xR |2 ≤ ER .

In a symbol time slot of the second transmission phase, the
received signal at the destination can be expressed as

y2 = hR DxR +n2, (4)

where n2 is a complex AWGN sample with a zero mean and
variance σ2/2 per dimension.

In (2)–(4), we have modeled the MARC system in the
complex field. To simplify the optimization and analysis, the
complex signals can be modeled in the real domain with ma-
trices representations after some manipulations. In particular,
by splitting the real and imaginary parts, the received signals
yR and y1 in (2) can be represented as in (5), shown at the
bottom of the page, where x = [

√
E1x1,

√
E2x2]

T . According to
the definitions in (5), we have

yR = I2HR ℜ{x}+ I′2HR ℑ{x}+nR ,

y1 = I2H1ℜ{x}+ I′2H1ℑ{x}+n1. (6)

Correspondingly, the relay function f (yR ) on the signal yR
can be represented by the multiplication of a two-dimensional
real transformation matrix R and the real vector yR , i.e.,

xR = RyR , (7)

where the 2 × 1 real vector xR = [ℜ{xR },ℑ{xR }]T is the real
and imaginary parts of xR , and

R Δ
= βΘ, for β ∈ R

+,Θ ∈ R
2×2, Tr(ΘT Θ) = 1, (8)

with the transmission power constraint that

β2 =
ER

Tr{yR yT
R } . (9)

From (8), we can see that the transformation matrix R has two
parts. The parameter β serves as the power normalization factor
similar to that in the conventional ANC schemes. The matrix
Θ can be viewed as the adjustment of the power and phase
on the received signal yR , which can be optimized to improve
the PEP performance. Denote matrix R by its elements as R =
[R11,R12;R21,R22]. Then the f (·) function can be expressed as

f (yR ) =
(
R11ℜ{yR }+R12ℑ{yR }

)
+
√
−1

(
R21ℜ{yR }+R22ℑ{yR }

)
. (10)

We will discuss the optimal transformation matrix R to mini-
mize the PEP later.

In the second transmission phase, the received signal y2 at
the destination can be expressed in the form of the real vector

y2 = H2xR +n2, (11)

where y2 = [ℜ{y2},ℑ{y2}]T , xR = [ℜ{xR },ℑ{xR }]T , n2 =
[ℜ{n2},ℑ{n2}]T , and

H2 =

[
ℜ{hR D} −ℑ{hR D}
ℑ{hR D} ℜ{hR D}

]
. (12)

[
ℜ{yR }
ℑ{yR }

]
︸ ︷︷ ︸

yR

=

[
1 0
0 1

]
︸ ︷︷ ︸

I2

[
ℜ{h1R } ℜ{h2R }
ℑ{h1R } ℑ{h2R }

]
︸ ︷︷ ︸

HR

[√
E1ℜ{x1}√
E2ℜ{x2}

]
︸ ︷︷ ︸

ℜ{x}

+

[
0 −1
1 0

]
︸ ︷︷ ︸

I′2

[
ℜ{h1R } ℜ{h2R }
ℑ{h1R } ℑ{h2R }

]
︸ ︷︷ ︸

HR

[√
E1ℑ{x1}√
E2ℑ{x2}

]
︸ ︷︷ ︸

ℑ{x}

+

[
ℜ{nR }
ℑ{nR }

]
︸ ︷︷ ︸

nR[
ℜ{y1}
ℑ{y1}

]
︸ ︷︷ ︸

y1

=

[
1 0
0 1

]
︸ ︷︷ ︸

I2

[
ℜ{h1D} ℜ{h2D}
ℑ{h1D} ℑ{h2D}

]
︸ ︷︷ ︸

H1

[√
E1ℜ{x1}√
E2ℜ{x2}

]
︸ ︷︷ ︸

ℜ{x}

+

[
0 −1
1 0

]
︸ ︷︷ ︸

I′2

[
ℜ{h1D} ℜ{h2D}
ℑ{h1D} ℑ{h2D}

]
︸ ︷︷ ︸

H1

[√
E1ℑ{x1}√
E2ℑ{x2}

]
︸ ︷︷ ︸

ℑ{x}

+

[
ℜ{n1}
ℑ{n1}

]
︸ ︷︷ ︸

n1

(5)
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To simplify the analysis, we assume that the noise variance
σ2 equals one without a loss of generality. The destination
performs maximum-likelihood detection (MLD) [25] to jointly
decode the two source symbols based on the observations y1

and y2 is given in (13), shown at the bottom of the page, where
(·̂) denotes the detected symbol, and (·̃) denotes the trial symbol
used in the hypothesis-detection problem. Since Tr(RT R) = β2,
the non-numeric part of denominator of the second term on the
right side of the equation in (13) can be reformulated to

Tr
{

H2RRT HT
2

}
= β2Tr

{
H2HT

2

}
. (14)

For BPSK modulation, the MLD is simplified to

x̂ = argmin
x̂∈Ω

(
‖y1 −H1x̃‖2

2 +
‖y2 −H2RHR x̃‖2

2

β2Tr
{

H2HT
2

}
/2+1

)
. (15)

Since the ML detection of the proposed GANC scheme in
(13) is working symbol by symbol, there are 12M2 number
of second-order matrix multiplication and 7M2 number of
second-order matrix addition involved in each iteration. For the
ANC scheme, there are 11M2 number of second-order matrix
multiplication and 7M2 number of second-order matrix addition
involved in each iteration, which does not calculate the H2R
comparing with the proposed GANC scheme. Although the
computational complexity of the proposed GANC scheme is
slightly larger than the ANC scheme, the difference is on the
factor of the complexity and the order is the same. And the
GANC scheme has better coding gain than the ANC scheme
as shown in Section IV.

III. OPTIMIZATION ON THE TRANSFORMATION MATRIX

In this section, we discuss how to optimize the transfor-
mation matrix R to minimize the PEP. Firstly, we present the
definition of the PEP. Then we propose a maximizing the mini-
mal squared Euclidean distance (MMSED) criteria to improve
the PEP performance, since system PEP is determined by the
Euclidean distance of the received constellation at destination.
Next, we convert the MMSED to a convex optimization prob-
lem since the MMSED problem is non-convex. We implement
the Lagrangian method to solve the convex optimization and
demonstrate the closed-form solution of the transformation
matrix R.

A. Matrix Optimization

The system PEP is defined as the probability that a transmit-
ted symbol pair x is mistaken by a different symbol x̂. Define
xi and x j as two different realizations of x. Since each entry
of both vectors xi and x j has M possible values for M-QAM
modulation, we have i, j ∈{1,2, · · · ,M2}, i �= j. Given a channel
realization vector h = [h1R ,h2R ,h1D ,h2D ,hR D ]. According to

(13), the general expression of the system PEP of mistaking xi

by x j is given by

Pr(xi → x j|h) = Q

(√
Di j

2

)
(16)

where the Q(x) function is defined as

Q(x) =
1√
2π

∞∫

x

exp(−z2/2)dz, (17)

and Di j is the Euclidean distance between xi and x j at the ML
detector given in (13).

Now, we investigate the instantaneous destination constel-
lation (IDC) for a given channel realization h, which is four-
dimensional. Specifically, the X-axis of IDC is the real signal
part of y1, i.e.,

√
E1ℜ{h1D}ℜ{x1} +

√
E2ℜ{h2D}ℜ{x2} −√

E1ℑ{h1D}ℑ{x1} −
√

E2ℑ{h2D}ℑ{x2}, the Y-axis of IDC
is the imaginary signal part of y1, i.e.,

√
E1ℜ{h1D}ℑ{x1}+√

E2ℑ{h2D}ℜ{x2}+
√

E1ℜ{h1D}ℑ{x1}+
√

E2ℜ{h2D}ℑ{x2},
the Z-axis of IDC is the real signal part of y2, i.e.,√

ER (ℜ{hR D}ℜ{xR }−ℑ{hR D}ℑ{xR }), and the T-axis of IDC
is the imaginary signal part of y2, i.e.,

√
ER (ℜ{hR D}ℑ{xR }+

ℑ{hR D}ℜ{xR }).
With the setup of IDC, the squared Euclidean distance be-

tween two arbitrary constellation points at destination is given by

Di j = ‖H1dℜ
i j + I′2H1dℑ

i j‖2
2

+
‖H2RHR dℜ

i j +H2RI′2HR dℑ
i j‖2

2

β2Tr
{

H2HT
2

}
/2+1

, (18)

where dℜ
i j = ℜ{xi − x j} and dℑ

i j = ℑ{xi − x j}. Specially, for
BPSK modulation, the squared Euclidean distance is briefly
written as

Di j = ‖H1di j‖2
2 +

‖H2RHR di j‖2
2

β2Tr
{

H2HT
2

}
/2+1

, (19)

where di j = xi − x j. For M-QAM modulation, there exists
totally M4 − M2 number of squared Euclidean distances Di j

since the distances when i = j are excluded. Define the mini-
mum Euclidean distance by Dmin = min{D12,D13, · · · ,Di j, · · · ,
DM2(M2−1)}. To optimize the PEP based on the ML detection,
the minimum distance Dmin should be maximized. Although
in [26] we have proposed a power adaptive network coding
(PANC) scheme, where the optimal power levels are obtained
also based on the maximizing the minimal Euclidean distance
criteria, there are some major differences between the PANC
scheme and the proposed GANC scheme in this paper. Firstly,
in [26], the derivation of error performance and optimizations
are based on the BPSK modulation, i.e., x1, x2, xR ∈ {±1},
while in this paper, the performance analysis and optimizations
are applicable for any QAM modulations. Secondly, in [26],

x̂ = argmin
x̃∈Ω

(∥∥y1 −H1ℜ{x̃}− I′2H1ℑ{x̃}
∥∥2

2 +

∥∥y2 −H2R(HR ℜ{x̃}− I′2HR ℑ{x̃})
∥∥2

2

Tr
{

H2RRT HT
2

}
/2+1

)
(13)
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the channel phases are pre-equalized for both the source-to-
destination multiple access channels (MAC) and the relay-
to-destination channel before each transmission, while in this
paper, pre-equalization is not needed and we consider a more
general system model.

In that we consider slow fading channel, i.e., the channel
coefficients are constant within a transmission period, the trans-
formation matrix R is optimized for each transmission period.
With the expression of the squared Euclidean distance given
by (18), the Euclidean distance optimization problem under the
relay power constraint in (9) is formulated as

R∗ = argmax
R

min{
dℜ

i j ,d
ℑ
i j

}{Di j} s.t. Tr(RRT ) = β2. (20)

Introduce Dmin as a variable and define an intermediate matrix

Ψ Δ
=H2R. Also, define ϕ Δ

= 1
β2Tr{H2HT

2 }/2+1
. After some manipu-

lations, the Euclidean distance optimization problem in (20) can
be reformulated as a maximization problem over Dmin and Ψ as

max Dmin

s.t. Di j = ‖I2H1dℜ
i j + I′2H1dℑ

i j‖2
2

+ϕ‖ΨI2HR dℜ
i j +ΨI′2HR dℑ

i j‖2
2 ≥ Dmin,

Tr(ΨΨT ) =
2(1−ϕ)

ϕ
. (21)

Noticing that ‖I2H1dℜ
i j + I′2H1dℑ

i j‖
2

2
is independent with ma-

trix Ψ, we define Ddirect
i j

Δ
= ‖I2H1dℜ

i j +I′2H1dℑ
i j‖2

2 to simplify our

expression. Note that there are totally M4 −M2 possible values
of Di j involved in the first constraint of (21).

Due to the fact that in (21) the objective function of the
maximization problem is an affine function and the constraints
are quadratic functions of Ψ, the optimization problem is a
convex quadratically constrained linear programming problem
(QCLP). We can adopt the Lagrangian Multiplier method to
obtain the optimal Ψ. In particular, the Lagrange equation is
given by

L (Ψ,Dmin,{µi j},λ)

= Dmin +
M2

∑
i=1

M2

∑
j=1, j �=i

µi j

(
Ddirect

i j +ϕ‖Ψui j‖2
2 −Dmin

)
−λ

(
Tr(ΨΨT )− 2(1−ϕ)

ϕ

)
, (22)

where µi j ≥ 0 for all i, j are Lagrange multipliers and

ui j
Δ
= I2HR dℜ

i j + I′2HR dℑ
i j. Since Dmin,Ddirect

i j and ϕ are con-
stants with respect to Ψ, the partial derivatives of these three
constants over Ψ are equal to zero. In addition, according to
the relationship between the norm and the trace of a matrix, we
have ‖Ψui j‖2

2 = Tr(Ψui juT
i jΨ

T ). Based on the matrix theory,

we have
∂Tr(M1M2MT

1 )
∂M1

= M1MT
2 + M1M2 for two arbitrary

matrix M1 and M2. Thus, the Karush-Kuhn-Tucker (KKT)
conditions are given by

∂L
∂Ψ

= ϕ
M2

∑
i=1

M2

∑
j=1, j �=i

µi jΨui juT
i j −λΨ = 0,

∂L
∂Dmin

= 1−
M2

∑
i=1

M2

∑
j=1, j �=i

µi j = 0. (23)

The complementary slackness conditions could be written as

µi j

(
Ddirect

i j +ϕ‖Ψui j‖2
2 −Dmin

)
= 0,

λ
(

Tr(ΨΨT )− 2(1−ϕ)
ϕ

)
= 0. (24)

In the following theorem, we present the expression of the
optimal matrix Ψ∗.

Theorem 1: The optimal matrix Ψ∗ that maximizes Dmin can
be presented as

Ψ∗ = argmax
{

Dmin(Ψk,i j)
}
,

for i, j ∈ {1,2, · · · ,M2}, i �= j, k = 1,2 (25)

where Ψk,i j are given in (26a) and (26b), shown at the bottom
of the page, and κi j,1 and κi j,2 for κi j,1,κi j,2 ∈R

+ are two slack
variables, which should satisfy the constraint that

κ2
i j,1 +κ2

i j,2 =
2(1−ϕ)

ϕ
(

1+
ui j,2
ui j,1

)2 . (27)

Besides, ui j,1 and ui j,2 are entries of the vector ui j
Δ
= I2HR dℜ

i j +

I′2HR dℑ
i j; u{i j}

11 , u{i j}
12 , u{i j}

21 , and u{i j}
22 are entries of matrix

U{i j} Δ
= ui juT

i j −uvwuT
vw with uvw

Δ
= I2HR dℜ

vw + I′2HR dℑ
vw.

Ψ1,i j =

[
κi j,1

ui j,2
ui j,1

κi j,1

κi j,2
ui j,2
ui j,1

κi j,2

]
(26a)

Ψ2,i j =

[
cos

(π
4

)
−sin

(π
4

)
sin
(π

4

)
cos

(π
4

) ]⎡⎢⎢⎢⎢⎣
∣∣∣∣∣ (1−ϕ)

(
u
{i j}
12 +u

{i j}
21 −2u

{i j}
11 −2u

{i j}
22

)
+
(

Ddirect
vw −Ddirect

i j

)
ϕ
(

u
{i j}
12 +u

{i j}
21

)
∣∣∣∣∣ 0

0

∣∣∣∣∣ (1−ϕ)
(

u
{i j}
12 +u

{i j}
21 +2u

{i j}
11 +2u

{i j}
22

)
−
(

Ddirect
vw −Ddirect

i j

)
ϕ
(

u
{i j}
12 +u

{i j}
21

)
∣∣∣∣∣

⎤⎥⎥⎥⎥⎦
1
2

(26b)
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Fig. 2. Squared Euclidean distance of the GANC scheme and its scaled
Gaussian fitting curve. (a) Squared Euclidean distance of the ANC scheme.
(b) Squared Euclidean distance of the GANC scheme.

Proof: Please refer to Appendix A. �
Based on the derivation result of the optimal Ψ∗, we can eas-

ily obtain the optimal transformation matrix R that maximizes
Dmin, which is given as

R∗ = (H2)
−1Ψ∗. (28)

B. Performance Evaluations and Discussions

In Fig. 2(a) and 2(b), we present the histogram of the
minimum squared Euclidean distance for both the conventional
ANC (refer to as ANC for simplicity) and GANC schemes,
respectively. In particular, the sources transmission symbols
are 4-QAM modulated. We generate 10 000 realizations of
the channel coefficients h1R , h2R , h1D , h2D , and hR D . The
system SNR is equal to 25 dB. To facilitate the observation,
the X-label is chosen to be log(Di j), which is quantized to
64 levels, and the Y-label is the probability density function
of log(Di j). We can see that comparing to the ANC scheme,
the mean of the minimum squared Euclidean distance of the

GANC scheme is increasing from 11.53 to 20.33, and the
range of the distances is expanded from [5.76, 17.31] to [13.28,
27.39]. The closed-form expression for the distribution function
of log(Di j) is hard to derive due to the complicated form of
optimal transformation matrix. Instead, we can implement a

scaled Gaussian distribution a1√
2πa3

exp
(
− (x−a2)

2

2a3

)
to fit the

histgram, as shown in the solid line of Fig. 2(b), where a1 is
a positive scalar, a2 is the mean of log(Di j), a3 is the variance
of log(Di j), and the value range of x is the same as log(Di j).
The simulation results reveal that the GANC greatly enlarges
the minimum Euclidean distance of the received constellation
comparing to the ANC.

Based on the discussion of the relationship between the trans-
formation matrix and Dmin in Appendix A, we learn that ANC
scheme with R = I2 is a special case of the proposed GANC
scheme when det(Fi j) = 0 and ui j,1 = ui j,1 = 2, where Fi j is
defined in (43). In other cases, the GANC scheme outperforms
the ANC scheme in terms of PEP since it has a larger Dmin. This
is also verified by the the simulation results of the probability
density functions of Dmin for both the GANC scheme and the
ANC scheme in Fig. 2(a) and 2(b). Since the ANC scheme can
achieve full diversity as proved in [25], our GANC scheme can
also achieve full diversity.

From the expressions (26a), (26b), and (28), we can see that
the optimal transformation matrix is determined by channel
realizations, transmission power of two sources and relay, and
the modulation that sources adopt. When only one squared
Euclidean distance is comparably smaller than other distances,
the intermediate variable Ψ is determined by sources-to-relay
channel only. While when two of the squared Euclidean dis-
tance are relatively smaller than other distances, the inter-
mediate variable Ψ is determined by both sources-to-relay
channels and sources-to-destination channels. It is because the
ML detection in (13) is a summation of both direct sources-to-
destination channels and cooperative sources-relay-destination
channels.

When only one squared Euclidean distance is involved in
optimization, since the direct channels are not a function of Ψ,
the result of Ψ is only related to the sources-to-relay channels.
When two of the squared Euclidean distances are involved in
optimization, we need to consider both the effects of direct
channels and cooperative channels to balance the detection
result. In addition, the optimal transformation matrix R∗ in
(28) is determined either by cooperative channels or all the
communication channels corresponding to Ψ∗.

Comparing to the ANC scheme, where the R is equivalent to
a two-dimensional identity matrix, the optimal transformation
matrix not only amplifies the transmission power of the received
signal, but also rotate the phase of the received signal by jointly
considering the cooperative channels or all the communication
channels. In this case, the design of the transformation matrix
performs non-commutative transformation, i.e., both scaling
and rotation, on the received signal to minimize the system
PEP. In the proposed GANC scheme, the modulation level M
determines the complexity of the system, where 2(M4 −M2)
number of Di j are considered in the Lagrangian multiplier
method.
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IV. PRACTICAL CONSIDERATION

FOR MATRIX OPTIMIZATION

To obtain the optimal transformation matrix R, the optimiza-
tion process can be implemented at either the destination or
the relay, which requires different levels of feedback. Thus, the
complexity of feedback varies in different circumstances.

A. Optimization at Destination

From the expressions (26a) and (26b), we can see that both
solutions only contain two real numbers, i.e., κ1 and κ2 in (26a),
and the two diagonal elements of the second matrix in (26b).
Note that as the receiver, the relay node can easily obtain the
instantaneous channel state information (CSI) of the sources-to-
relay channels,1 from which we can compute ui j,1 and ui j,2. The
destination needs to know the global CSIs of the system, which
is a common setting in other AF-based cooperative systems.
After multiplying with H−1

2 , the transformation matrix R is
determined by two or four real numbers if Ψ∗ is obtained based
on (26a) or (26a), respectively.

In practice, the relay does not need to know the CSIs of
both sources-to-destination and relay-to-destination channels
when the optimization process is executed at destination. It
is because the destination can feedback the transformation
matrix R, which is calculated offline and contains two or four
real numbers, to the relay. To be more practical, instead of
transmitting the optimal R to the relay, the destination can
quantize the real numbers in R to limited digits and feedback
to the relay.

B. Optimization at Relay

When the optimization process is implemented at the relay,
the feedback of different levels of instantaneous CSI affects the
accuracy of the optimal R. Firstly, we consider the case when
the relay has the instantaneous CSI of the sources-to-relay chan-
nels, sources-to-destination channels and relay-to-destination
channel. In this case, the destination needs to feedback three
complex numbers or six real numbers, i.e., h1D ,h2D , and hR D ,
to the relay. Although the cost of the feedback is high, we can
obtain the accurate solution of the optimal R.

Secondly, we consider the case when the relay has only the
instantaneous CSI of the sources-to-relay channels, and the
statistical CSI of both the sources-to-destination channels and
relay-to-destination channel. As a receiver, the relay can easily
obtain the instantaneous CSI of the sources-to-relay channels.
In this case, the destination does not need to feedback any
instantaneous CSI to the relay. In the following, we use the
BPSK modulation as an example to demonstrate how to obtain
R with the statistical CSI of the sources-to-destination channels
and the relay-to-destination channel. From (19), we can see that
the direct link related term ‖H1di j‖2

2 is a function of H1. By
applying the inequality ‖AB‖2

2 ≤ ‖A‖2
2‖B‖2

2, we have

‖H1di j‖2
2 ≤ ‖H1‖2

2‖di j‖2
2. (29)

1To obtain the instantaneous CSI of sources-to-relay channels, we can adopt
the ML estimator introduced in [27], [28] at relay node.

Since we only have the statistical information of ‖H1‖2
2, we use

E{‖H1‖2
2} to substitute ‖H1‖2

2 in (19), where E{·} denotes the
expectation. Consequently, the squared Euclidean distance of
the direct link can be approximately calculated by

D
direct
i j = E

{
‖H1‖2

2

}
‖di j‖2

2. (30)

In addition, we use the statistical information E{‖H2‖2
2} to

substitute Tr{H2HT
2 } in ϕ, that is

ϕ =
1

β2E

{
‖H2‖2

2

}
/2+1

. (31)

We can obtain Ψ1,i j and Ψ2,i j in (26a) and (26b) by sub-

stituting the Ddirect
i j and ϕ with D

direct
i j and ϕ in (30) and

(31), respectively. Denote the optimal matrix Ψ∗ derived with
statistical CSI by Ψ∗

. For the matrix R, we can use E{H−1
2 } to

substitute the value (H2)
−1 in (28), that is

R
∗
= E

{
H−1

2

}
Ψ∗

. (32)

V. SOURCES POWER ALLOCATION WITH THE

TRANSFORMATION MATRIX DESIGN

In this section, we optimize the sources transmission power
Ea for a = 1, 2 with the optimal matrix Ψ∗ derived in
Section III. For the simplicity of expression, we use Ψ instead
of Ψ∗ in this Section. To assist the subsequent analysis, we
decompose the distance vector dℜ

i j for i, j ∈ {1,2, · · · ,M2}, i �= j
into a multiplication of a sources transmission power related
matrix and the real part of transmission signal related vector as

dℜ
i j

Δ
= ES d̃ℜ

i j =

[√
E1 0
0

√
E2

][
ℜ{x1i − x2i}
ℜ{x1 j − x2 j}

]
, (33)

where xai and xa j are realizations of xa on the M-QAM constel-
lation of source a. Likewise, we can decompose the distance
vector dℑ

i j by dℑ
i j = ES d̃ℑ

i j where d̃ℑ
i j = [ℑ{x1i − x2i},ℑ{x1 j −

x2 j}]T . Hence, the Euclidean distance optimization problem
under the sum sources power constraint can be formulated as
a maximization problem over Dmin and ES as

max Dmin

s.t.
∥∥∥H1ES d̃ℜ

i j + I′2H1ES d̃ℑ
i j

∥∥∥2

2

+ ϕ
∥∥∥ΨHR ES d̃ℜ

i j +ΨI2′HR ES d̃ℑ
i j

∥∥∥2

2
≥ Dmin,

‖ES‖2
2 = Etotal. (34)

Due to the fact that the objective function of the max-
imization problem is an affine function and the constraints
are quadratic functions of variable ES in (34), it is a con-
vex quadratically constrained linear programming problem
(QCLP). We can adopt the Lagrangian Multiplier method to
obtain the optimal sources transmission power. In particular, the
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Lagrange equation is given in (35), shown at the bottom of the
page. The Karush-Kuhn-Tucker (KKT) conditions are given by

∂L
∂Dmin

= 1−
M2

∑
i=1

M2

∑
j=1, j �=i

µi j = 0, (36a)

∂L
∂ES

=
M2

∑
i=1

M2

∑
j=1, j �=i

×
{

µi j

[(
H1HT

1 +ϕ(ΨHR )(ΨHR )T )ES d̃ℜ
i j(d̃

ℜ
i j)

T

+
(
(I′2H1)(I′2H1)

T+ϕ(ΨI′2HR )(ΨI′2HR )T )ES d̃ℑ
i j(d̃

ℑ
i j)

T

+2
(
(I′2H1)

T H1 +ϕ(ΨI′2HR )T ΨHR
)

ES d̃ℜ
i j(d̃

ℑ
i j)

T
]}

−λES
= 02×2, (36b)

The complementary slackness conditions could be written as

µi j

(
‖I2H1ES d̃ℜ

i j + I′2H1ES d̃ℑ
i j‖2

2

+ϕ‖ΨHR ES d̃ℜ
i j +ΨI′2HR ES d̃ℑ

i j‖2
2 −Dmin

)
= 0, (37a)

λ
(
‖ES‖2

2 −Etotal
)
= 0. (37b)

Similar to the discussion in Section III, we maximize Dmin

by optimizing ES . In the following theorem, we present the
expression of the optimal sources transmission power.

Theorem 2: Given the total sources transmission power
Etotal, the optimal matrix ES that maximizes Dmin can be
presented as

E∗
S = argmax

{
Dmin

(
Ek,i j

S

)}
,

for i, j ∈ {1,2, · · · ,M2}, i �= j,k = 1,2, (38)

where Ek,i j
S are defined in (39a) and (39b), shown at the bottom

of the page. η3,i j and η4,i j are defined in (53), and ϕ1,mt and
ϕ2,mt are defined in (58) for mt ∈ {i j,vw}.

Proof: Please refer to Appendix B. �

For the practical consideration, the destination needs to
broadcast one real number to both sources for a channel real-
ization, i.e.,

η4,i j
η3,i j

or
ϕ2,i j−ϕ2,vw
ϕ1,i j−ϕ1,vw

for power allocation.
As we can see from the optimization process, the opti-

mizations on both the transformation matrix and transmission
power have closed forms. Each time when the channel changes,
the optimization process of transformation matrix involves
12(M4 − M2) number of second-order matrix multiplication
and 4(M4 − M2) number of second-order matrix addition,
while the optimization process of sources transmission power
involves 14(M4 − M2) number of second-order matrix mul-
tiplication and 5(M4 − M2) number of second-order matrix
addition. Therefore, when the frame length is large, the overall
complexity is relatively low. Apart from the optimization within
each transmission period, the complexity also comes from the
symbol-pair-based relay operation, which consists of a multipli-
cation between a 2 × 2 optimization matrix and a 2 × 1 signal
vector. While in the DF-based schemes, in which the symbols
need to be recovered one-by-one, the detection complexity is
based on the detector at the relay and the order of the modula-
tions. For instance, if the relay chooses a maximum likelihood
detector for DF scheme, the detection process at relay involves
2M2 number of second-order matrix multiplication and 2M2

number of second-order matrix addition each symbol pair.
Denote the frame length by L. If L> 6(M2−1), which is always
hold for real-time wireless communication, the complexity of
our GANC scheme is lower than the DF and other modified
DF schemes, while with a better error performance as shown in
Section VI.

There are mainly two advantages of the proposed GANC
scheme comparing to the CPF scheme. Firstly, CPF scheme
requires an n-dimensional [29] or 2MLT -dimensional lattice
code [30] as its codebook, where M is the number of antennas
at transmitter, L is the transmission slots and T is the number
of vector symbols, while GANC is applicable to any arbitrary
M-QAM signals. Thus, without practical consideration of code-
book design, the CPF scheme cannot be applied to the real

L (Dmin,ES ,{µi j},λ) = Dmin −λ
(
‖ES‖2

2 −Etotal
)
+

M2

∑
i=1

M2

∑
j=1, j �=i

×
{

µi j

(∥∥∥H1ES d̃ℜ
i j + I′2H1ES d̃ℑ

i j

∥∥∥2

2
+ϕ

∥∥∥ΨHR ES d̃ℜ
i j +ΨI′2HR ES d̃ℑ

i j

∥∥∥2

2
−Dmin

)}
(35)

E1,i j
S =

⎡⎢⎢⎣
√

Etotal sin
(

arctan
(
−η4,i j

η3,i j

))
0

0

√
Etotal cos

(
arctan

(
−η4,i j

η3,i j

))
⎤⎥⎥⎦ (39a)

E2,i j
S =

⎡⎢⎢⎣
√

Etotal sin
(

arctan
(
−ϕ2,i j−ϕ2,vw

ϕ1,i j−ϕ1,vw

))
0

0

√
Etotal cos

(
arctan

(
−ϕ2,i j−ϕ2,vw

ϕ1,i j−ϕ1,vw

))
⎤⎥⎥⎦ (39b)
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communication directly, while our GANC scheme is applicable
to practical modulation system.

Secondly, GANC scheme does not detect received signal at
relay node, hence has no detection error. Therefore, both the
GANC scheme and conventional ANC scheme can achieve full
diversity in the MARC system. However, for the CPF scheme, if
the relay maps the received signal to a wrong lattice point, the
error will propagate to the destination. Thus, like the decode-
and-forward (DF) scheme, the CPF cannot achieve full diversity
of the system due to the error propagation problem. Hence, our
GANC scheme will have a better error performance than the
CPF since it can achieve full diversity gain.

VI. SIMULATION

In this section, we evaluate the performance of the proposed
GANC scheme by simulations. We set the frame (or codeword)
length as l = 10,000. Hence, each transmission period is of
length 20,000. As we consider quasi-static fading channels, the
channel coefficients h1R , h2R , h1D , h2D , and hR D are constant
in each transmission period, and change independently from
one period to another. Throughout our simulations, we use the
path loss model γvw = d−2

vw , where γvw is the channel gain, for
v ∈ {1,2,R }, w ∈ {R ,D}, v �= w. We assume that E1 +E2 =
2ER , and the SNR in the simulation is defined as ρ = ER /σ2.

We first focus on a symmetric scenario where the two sources
have the same distance to the relay and the same distance
to the destination. The distances between the sources and the
destination are normalized as one, i.e., d1D = d2D = 1. The
relay is located between the sources and the destination. In our
simulations, we consider three cases, namely, Case 1, Case 2,
and Case 3, according to the three different locations of the
relay. Specifically, in Case 1, we consider a strong source-
to-relay link scenario, where d1R = d2R = 0.3, and dR D =
0.7. In Case 2, we consider the symmetric scenario, where
d1R = d2R = 0.5, and dR D = 0.5. In Case 3, we consider a
strong relay-to-destination scenario, where d1R = d2R = 0.7,
and dR D = 0.3.

In each realization of nodes locations, we simulate the fol-
lowing seven schemes: (a) the PEP performance of the CXNC
scheme [31], [32] in which the relay transmits an XORed signal
to the destination in the second transmission phase, denoted by
CXNC, (b) the PEP performance of the complex field network
coding (CFNC) scheme [33] in which the relay transmits a
network coded signal in complex field to the destination in
the second transmission phase, denoted by CFNC, (c) the
PEP performance of the physical-layer network coding (PNC)
scheme [15] in which the relay transmits a network coded
signal based on a modulo-4 Latin square, and all the sources
and relay transmit in the second phase, denoted by PNC,
(d) the PEP performance of the analog network coding scheme
[20] in which the relay amplifies and forwards the power-
normalized received signal to the destination in the second time
phase, denoted by ANC, (e) the PEP performance of the pro-
posed GANC scheme with the optimized transformation matrix
(ITM) R (i.e., optimization at the destination) and equivalent
sources transmission power, i.e., E1 = E2 = ER , denoted by
GANC, IT M, (f) the PEP performance of the proposed GANC

Fig. 3. Error performance for Case 1. (a). 4-QAM. (b). 16-QAM.

scheme with the statistical transformation matrix (STM) R
given in (32) (i.e., optimization at the relay) and E1 = E2 = ER ,
denoted by GANC,ST M, and (g) the PEP performance of the
proposed GANC scheme with the optimized transformation
matrix R given in (28) and optimal sources power allocation
(PA) given in Section IV by monte carlo simulation, denoted
by GANC, IT M+PA.

From Fig. 3(a) and (b) we can see that our proposed GANC
schemes, i.e., GANC, IT M+PA, GANC, IT M and GANC,ST M
schemes, outperform CXNC, CFNC, PNC and ANC schemes
in both 4-QAM and 16-QAM modulations. The reason why the
PEP performance of the proposed GANC schemes are better
than that of the alternative protocols is that the GANC schemes
are optimized to minimize the PEP, while the rest of them are
not, which cannot guarantee the optimality of the system PEP.
The CFNC scheme is better than the ANC scheme since the
sources-to-relay channels are relatively stronger than the relay-
to-destination channel. Specifically, for the CFNC scheme, the
reliability of the network coded symbol is high, which yields
a higher confidence of the cooperative channels and a better
overall error performance. While for the ANC scheme, the se-
vere fading of the relay-to-destination channel greatly affect the
error performance. The PNC scheme can achieve full diversity
for its special decoder design to mitigate error propagation,
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Fig. 4. Error performance for Case 2. (a) 4-QAM. (b) 16-QAM.

network coding operation drawn from a Latin Hypercube, and
requirement of sources transmission in the second phase. The
CXNC scheme performs worst.

Figs. 4(a), (b) and 5(a), (b) show the error performances of
Case 2 and Case 3 for both 4-QAM and 16-QAM modulations,
respectively. In both cases, our proposed GANC schemes can
achieve the full diversity gain, and outperform the alternative
protocols for both 4-QAM and 16-QAM modulations. As the
relay being more close to destination, the ANC scheme becomes
better than the CFNC scheme in terms of PEP performance.
The CXNC scheme still performs worst.

From the six figures, we can see that the average PEP exhibits
decreasing coding gain as the constellation size increases. The
GANC, IT M+PA scheme with optimized sources transmission
power has better coding gain than the GANC, IT M scheme
with equal transmission power. The GANC, IT M scheme out-
performs GANC,ST M scheme since it gains benefit from feed-
back. The GANC schemes with both ITM and STM have
better PEP performance than the alternative strategies. The
CXNC scheme can only achieve a diversity of one, due to
the error propagation from the source-relay hop and the de-
tection ambiguity of the multiple-to-one network coding map-
ping [26]. The CFNC scheme with a precoding design at two
sources and a complex field network coding design at relay can

Fig. 5. Error performance for Case 3. (a) 4-QAM. (b) 16-QAM.

achieve full diversity. Note that, to achieve full diversity, the
CFNC scheme adopts a LAR [33] at relay, which requires a
feedback of instantaneous CSI of relay-to-destination channel.
The PNC scheme can also achieve full diversity. However,
the coding gain of the PNC scheme is not sound, since the
sources share a fixed transmission power in two phases and the
error propagation mitigation technique works worse than link
adaptive ratio (LAR) [33] in terms of PEP. The ANC scheme
is proved to achieve full diversity at high SNRs in [25]. The
proposed GANC scheme can achieve full diversity since it aims
to minimize the PEP by maximizing the minimum Euclidean
distance.

The performance gap between the benchmarks and the pro-
posed GANC scheme become large when the relay is closer
to the destination. As shown in [25], the quality of relay-to-
destination channel dominates the overall error performances of
the ANC scheme. Thus, the closer the relay to the destination,
the better the error performance of the ANC scheme, and
vice versa. While for digital network coding schemes, i.e., the
CXNC scheme, the CFNC scheme and the PNC scheme, the
error propagation from the sources-to-relay hop greatly impact
the overall error performance. In this case, the closer the relay
to the sources, the better the error performance of the digital
network coding schemes, and vice versa.
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Fig. 6. Error performance for Case 4. (a) 4-QAM. (b) 16-QAM.

Furthermore, we consider two asymmetric scenarios, where
the two sources are asymmetrically located. Specifically, we
assume d1R = 0.5, d2R = 0.2, dR D = 0.5, d1D = 1, and d2D =
0.7, denoted by Case 4; d1R = 0.7, d2R = 0.2, dR D = 0.3,
d1D = 1, and d2D = 0.5, denoted by Case 5. Figs. 6(a), (b)
and 7(a), (b) show the error performances of Case 4 and
Case 5 for both 4-QAM and 16-QAM modulations, respec-
tively. From these figures, we can see that our proposed GANC
schemes outperform the alternative schemes in terms of the PEP
performance. The simulation results show that the performance
comparisons of these protocols in asymmetric scenarios are
consistent with those in the symmetric scenarios.

In Fig. 8, we also present the simulation results of the
PANC scheme in [26] and the proposed GANC scheme based
on BPSK modulation and channel pre-equalization for both
the source-to-destination channel and the relay-to-destination
channel. We can see that both the PANC scheme and the GANC
scheme can achieve full diversity, and the coding gain of the
proposed GANC scheme outperforms PANC scheme in [26].

VII. CONCLUSION

In this paper, we propose a GANC scheme to minimize the
system PEP for a non-orthogonal MARC. Firstly, we model the

Fig. 7. Error performance for Case 5. (a) 4-QAM. (b) 16-QAM.

transmission signals in both complex and real fields. Then, we
propose an optimization criteria, i.e., maximizing the minimal
squared Euclidean distance, to improve the PEP performance.
In particular, we define the minimum squared Euclidean dis-
tance based on the maximum likelihood detection. Next, we
formulate an optimization problem to maximize the minimum
Euclidean distance under the relay transmission power con-
straint. Since the proposed optimization problem is convex,
we utilize the Lagrangian method and obtain the closed-form
expression of the transformation matrix by discussing the
possible values of Lagrangian multipliers. Furthermore, we
optimize the sources transmission power with the optimized
transformation matrix. Simulation results show that the pro-
posed GANC scheme has a better PEP performance compared
to other alternative schemes in 4-QAM and higher order QAM
modulations.

APPENDIX

A. Proof of Theorem 1

In the following, we derive the optimal matrix Ψ by dis-
cussing the possible values of Dmin. For M-QAM modulation,
there are generally two cases of values of Dmin: (1) when only
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Fig. 8. Error performance of PANC scheme [26] and GANC scheme. (a) Case 1. (b) Case 2. (c) Case 3. (d) Case 4.

one squared Euclidean distance is smaller than other distances,
i.e., Dmin = Di j; and (2) when at least two squared Euclidean
distances are equal to each other and also smaller than the
rest of the distances, i.e., Dmin = Di j = Dvw for i, j,v,w ∈
{1,2, · · · ,M2}, i �= j, v �= w. Suppose that there are more than
two squared Euclidean distances equalling to each other and
also smaller than the rest of the distances, then each pair of
equivalent distance will generate a matrix Ψ. If the derived
matrix Ψs are the same, then one pair of equivalent distances
is enough to obtain the optimal Ψ∗. Otherwise, there is no
solution of matrix Ψ which satisfies the condition that there
are more than two squared Euclidean distances equalling to
each other and also smaller than the rest of the distances. For
instance, we assume Dmin = Di j = Dvw = Dlz for i, j,v,w, l,z ∈
{1,2, · · · ,M2}, i �= j,v �=w, l �= z. Let Ψ1 and Ψ2 be the solutions
of functions Di j = Dvw and Di j = Dlz, respectively. If Ψ1 = Ψ2,
we can obtain the solution of function Di j = Dvw = Dlz by
solving either the function Di j = Dvw or Di j = Dlz. If Ψ1 �= Ψ2,
there is no solution to the function Dmin = Di j = Dvw = Dlz.
From this example, we can see that discussing the solution of
two equivalent distances is enough to obtain matrix Ψ. This
conclusion can be easily extended to cases when more than
three distances are involved. In this case, it is not necessary to
discuss the situation when more than two squared Euclidean
distances are equal to each other.

Then, the original optimization problem in (21) can be di-
vided into 2(M4 −M2) subproblems. Solving each subproblem
will produce a matrix Ψ{k,i j} and its corresponding minimum

squared Euclidean distance D{k,i j}
min , where the first superscript

k = 1, 2 denotes the index of the cases and the second su-
perscript pair i j is corresponding to the involved Euclidean
distance Di j. Hence, the optimal matrix Ψ∗ is the one that

corresponding to the maximal {D{k,i j}
min }.

In the first case when only one Euclidean distance is
equal to Dmin, i.e., µi j > 0, {µvw} = 0, λ �= 0 for i, j,v,w ∈
{1,2, · · · ,M2}, i �= j,v �= w, from the complementary slackness
conditions in (24), there is only one Lagrangian multiplier
µi j > 0, i.e.,

Dmin = Di j = Ddirect
i j +ϕ

∥∥∥Ψ{1,i j}ui j

∥∥∥2

2
, (40)

where Di j is the squared Euclidean distance corresponding to
µi j. While the rest of the Lagrangian multipliers {µvw} = 0.
Thus, from the second KKT condition in (23), we have µi j = 1.
In this case, the matrix Ψ{1,i j} can be obtained by solving the
equations that⎧⎨⎩

ϕΨ{1,i j}ui juT
i j −λΨ{1,i j} = 0,

Tr

(
Ψ{1,i j}

(
Ψ{1,i j}

)T
)
− 2(1−ϕ)

ϕ = 0.
(41)
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Denote vector ui j and matrix Ψ{1,i j} by

ui j = [ui j,1,ui j,2]
T and Ψ{1,i j} =

[
ψ{1,i j}

1 ,ψ{1,i j}
2

]
, (42)

respectively, where the 2 × 1 vector ψ{1,i j}
a is the a-th column

of matrix Ψ{1,i j} for a= 1, 2. After some manipulations, Ψ{1,i j}

can be represented by

[
ϕ(ui j,1)

2 −λ ϕui j,1ui j,2

ϕui j,1u{1,i j}
2 ϕ(ui j,2)

2 −λ

]
︸ ︷︷ ︸

Fm

[ψ{1,i j}
1

ψ{1,i j}
2

]T

= 02×1. (43)

If det(Fi j)= 0, i.e., λ=ϕ((ui j,1)
2+(ui j,2)

2), and ui j,1,ui j,2 �= 0,

we have ψ{1,i j}
2 =

ui j,2
ui j,1

ψ{1,i j}
1 . Introducing two slack variables

κi j,1 and κi j,2 for κi j,1, κi j,2 ∈ R
+, then matrix Ψ{1,i j} is

given by (26a). Since Tr(Ψ{1,i j}(Ψ{1,i j})T ) = 2(1−ϕ)
ϕ , the slack

variables κi j,1 and κi j,2 should satisfy the constraint shown
in (27).

Specially, when det(Fi j) = 0, ui j,1 = ui j,2 = 0, Ψ{1,i j} could
be an arbitrary matrix that satisfies the relay transmission
power constraint. Hence, the classical ANC with Ψ{1,i j} =H2I2

could be one of the solution of the max-min problem. Else,

if det(Fi j) �= 0, there is no solution of ψ{1,i j}
1 ,ψ{1,i j}

2 to the
function in (43).

In the second case when two Euclidean distances are equal
to Dmin, i.e., µi j > 0, µvw > 0, {µlz}= 0, λ �= 0 for i, j,v,w, l,z ∈
{1,2, · · · ,M2}, i �= j, v �= w, l �= z, from the complementary
slackness conditions in (24), we have D2,i j

min = Di j = Dvw, i.e.,

Ddirect
i j +ϕ

∥∥∥Ψ{2,i j}ui j

∥∥∥2

2
= Ddirect

vw +ϕ
∥∥∥Ψ{2,vw}uvw

∥∥∥2

2
. (44)

After applying the rules ‖Au‖2
2 = Tr(AT AuuT ) and Tr(A) +

Tr(B) = Tr(A+B), (44) can be further written as

Tr

((
Ψ{2,i j}

)T
Ψ{2,i j}(ui juT

i j−ui juT
vw

))
=

Ddirect
vw −Ddirect

i j

ϕ
. (45)

Denote B{i j}=[b{i j}
11 ,b{i j}

12 ;b{i j}
21 ,b{i j}

22 ]=(Ψ{2,i j})T Ψ{2,i j}and

U{i j} =
[
u{i j}

11 ,u{i j}
12 ;u{i j}

21 ,u{i j}
22

]
= ui juT

i j −uvwuT
vw. (46)

Then, combining with the second complementary slackness
condition, we can obtain the intermediate variable B{i j} by

solving the following equations

Tr
(

B{i j}U{i j}
)
= u{i j}

11 b{i j}
11 +u{i j}

21 b{i j}
12 +u{i j}

12 b{i j}
21

+u{i j}
22 b{i j}

22 =
Ddirect

vw −Ddirect
i j

ϕ
,

Tr(B{i j}) = b{i j}
11 +b{i j}

22 =
2(1−ϕ)

ϕ
. (47)

In addition, we assume that matrix B{i j} is a real symmetric

matrix with equivalent diagonal elements, i.e., b{i j}
11 = b{i j}

22 and

b{i j}
12 = b{i j}

21 . With such assumption, on the one hand, we can
obtain the deterministic solution of B{i j} without introducing
any slack variables. On the other hand, with the eigenvalue
decomposition, matrix Ψ{2,i j} can be expressed by the eigen-
vectors and eigenvalues of matrix B{i j}. Specifically, we first
derive matrix B{i j} with (47) and the assumption that it is real
and symmetric, which is shown in (48), shown at the bottom of
the page.

For the real symmetric matrix B{i j}, the eigenvectors can be
chosen such that they are real, orthogonal to each other and have
norm one, that is

B{i j} = Q{i j}Λ{i j}
(

Q{i j}
)T

, (49)

where Q{i j} is an orthogonal matrix, and Λ{i j} is a diago-
nal matrix whose entries are the eigenvalues of B{i j}. Since

B{i j} = (Ψ{2,i j})
T

Ψ{2,i j}, B{i j} is a positive definite matrix with
positive eigenvalues. If there does not exist positive solution of
B{i j} in (48), we cannot find a solution for Ψ{2,i j}. Otherwise,
we have matrix Ψ{2,i j} = Q{i j}|Λ{i j}| 1

2 as given by (26b).2

B. Proof of Theorem 2

In the first case, when only one squared Euclidean dis-
tance is equal to Dmin, i.e., µi j = 1, {µvw} = 0 for i, j,v,w ∈
{1,2, · · · ,M2}, i �= j, v �= w and λ �= 0, from (36b), we have

C1ES d̃ℜ
i j

(
d̃ℜ

i j

)T
+C2ES d̃ℑ

i j

(
d̃ℑ

i j

)T
+C3ES d̃ℜ

i j

(
d̃ℑ

i j

)T

−λES = 02×2, (50)

where C1=H1HT
1 +ϕ(ΨHR )(ΨHR )T , C2=(I2′H1)(I2′H1)

T+
ϕ(ΨI2′HR )(ΨI2′HR )T , and C3=2((I2′H1)

T H1+ϕ(ΨI2′HR )T

ΨHR ). Denote ES = Diag
(√

Etotal cos(ϑi j),
√

Etotal sin(ϑi j)
)

2Here, we apply the absolute value on matrix Λ{i j} because we can al-

ways set the eigenvalues of B{i j} as max{b{i j}
11 ,b{i j}

12 }−min{b{i j}
11 ,b{i j}

12 } and

max{b{i j}
11 ,b{i j}

12 }+min{b{i j}
11 ,b{i j}

12 }, which will guarantee that Ψ{2,i j} is a real
matrix.

B{i j} =

⎡⎢⎢⎢⎣
1−ϕ

ϕ

(
Ddirect

vw −Ddirect
i j

)
−2(1−ϕ)

(
u
{i j}
11 +u

{i j}
22

)
ϕ
(

u
{i j}
12 +u

{i j}
21

)
(

Ddirect
vw −Ddirect

i j

)
−2(1−ϕ)

(
u
{i j}
11 +u

{i j}
22

)
ϕ
(

u
{i j}
12 +u

{i j}
21

) 1−ϕ
ϕ

⎤⎥⎥⎥⎦ (48)
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for ϑi j ∈ (0,π/2). Expressing the matrices Cq by its elements
as [c11

q ,c12
q ;c21

q ,c22
q ] for q = 1, 2, 3. Define d̃ℜ

i j (p) as the p-th

element of the vector d̃ℜ
i j (p) for p= 1, 2. Same definition can be

applied to d̃ℑ
i j . Hence, the left hand side of (50) can be rewritten

as given in (51), shown at the bottom of the page, where we
have (52), also shown at the bottom of the page, and

η1,i j =
(

d̃ℜ
i j (1)

)2
c11

1 +
(

d̃ℑ
i j(1)

)2
c11

2 + d̃ℜ
i j (1)d̃

ℑ
i j(1)c

11
3 ,

η2,i j = d̃ℜ
i j (1)d̃

ℜ
i j (2)c

12
1 + d̃ℑ

i j(1)d̃
ℑ
i j(2)c

12
2 + d̃ℑ

i j(1)d̃
ℜ
i j (2)c

12
3 ,

η3,i j = d̃ℜ
i j (1)d̃

ℜ
i j (2)c

11
1 + d̃ℑ

i j(1)d̃
ℑ
i j(2)c

11
2 + d̃ℑ

i j(2)d̃
ℜ
i j (1)c

11
3 ,

η4,i j =
(

d̃ℜ
i j (2)

)2
c12

1 +
(

d̃ℑ
i j(2)

)2
c12

2 + d̃ℑ
i j(2)d̃

ℜ
i j (2)c

12
3 ,

η5,i j =
(

d̃ℜ
i j (1)

)2
c21

1 +
(

d̃ℑ
i j(1)

)2
c21

2 + d̃ℑ
i j(1)d̃

ℜ
i j (1)c

21
3 ,

η6,i j = d̃ℜ
i j (1)d̃

ℜ
i j (2)c

22
1 + d̃ℑ

i j(1)d̃
ℑ
i j(2)c

22
2 + d̃ℑ

i j(1)d̃
ℜ
i j (2)c

22
3 ,

η7,i j = d̃ℜ
i j (1)d̃

ℜ
i j (2)c

21
1 + d̃ℑ

i j(1)d̃
ℑ
i j(2)c

21
2 + d̃ℑ

i j(2)d̃
ℜ
i j (1)c

21
3 ,

η8,i j =
(

d̃ℜ
i j (2)

)2
c22

1 +
(

d̃ℑ
i j(2)

)2
c22

2 + d̃ℑ
i j(2)d̃

ℜ
i j (2)c

22
3 , (53)

and it is equivalent to⎡⎢⎣
(η1,i j −λ) η2,i j

η3,i j η4,i j

η5,i j η6,i j

η7,i j (η8,i j −λ)

⎤⎥⎦
︸ ︷︷ ︸

Gi j

[√
Etotal sin(ϑ)√
Etotal cos(ϑ)

]
= 04×1. (54)

If rank(Gi j) = 2, then ES = 02×2. Otherwise, if rank(Gi j) =
1, i.e., the column vectors of Gi j are linearly dependent, we

can express ϑ as ϑ = arctan
(
−η4,i j

η3,i j

)
. Then the optimal ES is

given by (39a). In the second case, when two squared Euclidean
distances are equal to Dmin, i.e., µi j > 0, µvw > 0, {µlz} = 0,
λ �= 0, from the slack condition (37a), we have∥∥∥H1ES d̃ℜ

i j + I2′H1ES d̃ℑ
i j

∥∥∥2

2

+ϕ
∥∥∥ΨHR ES d̃ℜ

i j +ΨI2′HR ES d̃ℑ
i j

∥∥∥2

2

=
∥∥∥H1ES d̃ℜ

vw + I2′H1ES d̃ℑ
vw

∥∥∥2

2

+ϕ
∥∥∥ΨHR ES d̃ℜ

vw +ΨI2′HR ES d̃ℑ
vw

∥∥∥2

2
, (55)

which is equivalent to(
d̃ℜ

i j

)T
ET

S L1ES d̃ℜ
i j +

(
d̃ℑ

i j

)T
ET

S L2ES d̃ℑ
ij

+2
(

d̃ℑ
i j

)T
ET

S L3ES d̃ℜ
i j (56)

=
(

d̃ℜ
vw

)T
ET

S L1ES d̃ℜ
vw +

(
d̃ℑ

vw

)T
ET

S L2ES d̃ℑ
vw

+2
(

d̃ℑ
vw

)T
ET

S L3ES d̃ℜ
vw,

where L1 = HT
1 H1 + ϕHT

R ΨT ΨHR , L2 = HT
1 (I

′
2)

T I′2H1 +

ϕHT
R (I′2)

T ΨT ΨI′2HR , and L3=HT
1 (I

′
2)

T H1+ϕHT
R (I′2)

T ΨT ΨHR .

Expressing the matrices Lq by its elements as [l11
q , l12

q ; l21
q , l22

q ]
for q = 1, 2, 3. Hence, (56) can be further written as in (52). It
is equivalent to⎡⎢⎣
(ϕ1,i j −ϕ1,vw) (ϕ2,i j −ϕ2,vw)
(ϕ3,i j −ϕ3,vw) (ϕ4,i j −ϕ4,vw)(
ϕ5,i j −ϕ5,vw

) (
ϕ6,i j −ϕ6,vw

)
(ϕ7,i j −ϕ7,vw) (ϕ8,i j −ϕ8,vw)

⎤⎥⎦
︸ ︷︷ ︸

Zi j

[
Etotal

√
sin(ϑ)

Etotal
√

cos(ϑ)

]
=0, (57)

where

ϕ1,mt = l11
1

(
d̃ℜ

mt(1)
)2

+ l11
2

(
d̃ℑ

mt(1)
)2

+2l11
3 d̃ℜ

mt(1)d̃
ℑ
mt(1),

ϕ2,mt = l21
1 d̃ℜ

mt(1)d̃
ℜ
mt(2)+ l21

2 d̃ℑ
mt(1)d̃

ℑ
mt(2)

+2l21
3 d̃ℜ

mt(1)d̃
ℑ
mt(2),

ϕ3,mt = l12
1

(
d̃ℜ

mt(1)
)2

+ l12
2

(
d̃ℑ

mt(1)
)2

+2l12
3 d̃ℜ

mt(1)d̃
ℑ
mt(1),

ϕ4,mt = l22
1 d̃ℜ

mt(1)d̃
ℜ
mt(2)+ l22

2 d̃ℑ
mt(1)d̃

ℑ
mt(2)

+2l22
3 d̃ℜ

mt(1)d̃
ℑ
mt(2),

ϕ5,mt = l11
1 d̃ℜ

mt(1)d̃
ℜ
mt(2)+ l11

2 d̃ℑ
mt(1)d̃

ℑ
mt(2)

+2l11
3 d̃ℜ

mt(2)d̃
ℑ
mt(1),

ϕ6,mt = l21
1

(
d̃ℜ

mt(2)
)2

+ l21
2

(
d̃ℑ

mt(2)
)2

+2l21
3 d̃ℜ

mt(2)d̃
ℑ
mt(2),

ϕ7,mt = l12
1 d̃ℜ

mt(1)d̃
ℜ
mt(2)+ l12

2 d̃ℑ
mt(1)d̃

ℑ
mt(2)

+2l12
3 d̃ℜ

mt(2)d̃
ℑ
mt(1),

ϕ8,mt = l22
1

(
d̃ℜ

mt(2)
)2

+ l22
2

(
d̃ℑ

mt(2)
)2

+2l22
3 d̃ℜ

mt(2)d̃
ℑ
mt(2),

mt ∈ {i j,vw} (58)

[
(η1,i j −λ)

√
Etotal sin(ϑ)+η2,i j

√
Etotal cos(ϑ) η3,i j

√
Etotal sin(ϑ)+η4,i j

√
Etotal cos(ϑ)

η5,i j
√

Etotal sin(ϑ)+η6,i j
√

Etotal cos(ϑ) η7,i j
√

Etotal sin(ϑ)+(η8,i j −λ)
√

Etotal cos(ϑ)

]
(51)

[
(ϕ1,i j −ϕ1,vw)E2

1 +(ϕ2,i j −ϕ2p)E1E2 (ϕ3,i j −ϕ3,vw)E1E2 +(ϕ4,i j −ϕ4,vw)E2
2

(ϕ5,i j −ϕ5,vw)E2
1 +(ϕ6,i j −ϕ6,vw)E1E2 (ϕ7,i j −ϕ7,vw)E1E2 +(ϕ8,i j −ϕ8,vw)E2

2

]
= 02×2 (52)
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If rank(Zi j) = 2, then ES = 02×2. Otherwise, if rank(Zi j) = 1,
i.e., the column vectors of Zi j are linearly dependent, we have

ϑ = arctan
(
−ϕ2,i j−ϕ2,vw

ϕ1,i j−ϕ1,vw

)
. The optimal ES is given by (39b).

Note that the matrix ES has no solution in some of the cases
for the strict requirements on the determinant of matrix Gi j

defined in (54). In this case, we assume that 1
φ ≤ tan(ϑ)≤ φ for

φ > 1. When there is no solution satisfying the KKT conditions,
we substitute the boundary values of ϑ in matrix ES and the one
which maximizes Dmin is kept as the ‘optimal’ value.
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