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Abstract— This paper investigates the hybrid precoding
design for millimeter wave (mmWave) multiple-input-multiple-
output (MIMO) systems with finite-alphabet inputs. The
mmWave MIMO system employs partially-connected hybrid
precoding architecture with dynamic subarrays, where each
radio frequency (RF) chain is connected to a dynamic subset of
antennas. We consider the design of analog and digital precoders
utilizing statistical and/or mixed channel state information (CSI),
which involve solving an extremely difficult problem in theory:
First, designing the optimal partition of antennas over RF
chains is a combinatorial optimization problem, whose optimal
solution requires an exhaustive search over all antenna parti-
tioning solutions; Second, the average mutual information under
mmWave MIMO channels lacks closed-form expression and
involves prohibitive computational burden; and Third, the hybrid
precoding problem with given partition of antennas is nonconvex
with respect to the analog and digital precoders. To address
these issues, this paper first presents a simple criterion and the
corresponding low complexity algorithm to design the optimal
partition of antennas using statistical CSI. Then, it derives the
lower bound and its approximation for the average mutual
information, in which the computational complexity is greatly
reduced compared to calculating the average mutual information
directly. In addition, it also shows that the lower bound with a
constant shift offers a very accurate approximation to the average
mutual information. This paper further proposes utilizing the
lower bound approximation as a low-complexity and accurate

Manuscript received September 27, 2018; revised December 17, 2018;
accepted February 2, 2019. Date of publication February 15, 2019; date of
current version June 14, 2019. The work of C. Xiao was supported in part
by US National Science Foundation under Grants ECCS-1827592. The work
of W. Chen was supported in part by National Natural Science Foundation of
China under Grant 61671294, STCSM Key Fundamental Project under Grant
16JC1402900 and 17510740700, National Science and Technology Major
Project under Grant 2018ZX03001009-002. The work of Y. Wu is supported
in part by the National Science Foundation (NSFC) under Grant 61701301 and
Young Elite Scientist Sponsorship Program by CAST. Part of this work has
been carried out while J. Jin was visiting Missouri University of Science
and Technology. This paper was presented in part at the IEEE ICC, Kansas
City, MO, USA, in 2018. The associate editor coordinating the review of this
paper and approving it for publication was R. Zhang. (Corresponding author:
Yongpeng Wu.)

J. Jin and W. Chen are with the Shanghai Institute of Advanced Communi-
cations and Data Sciences, Department of Electronic Engineering, Shang-
hai Jiao Tong University, Shanghai 200240, China (e-mail: jueningjin@
gmail.com; wenchen@sjtu.edu.cn).

C. Xiao is with the Department of Electrical and Computer Engineering,
Lehigh University, Bethlehem, PA 18015 USA (e-mail: xiaoc@lehigh.edu).

Y. Wu is with the Department of Electronic Engineering, Shanghai Jiao Tong
University, Shanghai 200240, China (e-mail: yongpeng.wu@sjtu.edu.cn).

Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TCOMM.2019.2899628

alternative for developing a manifold-based gradient ascent
algorithm to find near-optimal analog and digital precoders.
Several numerical results are provided to show that our proposed
algorithm outperforms the existing hybrid precoding algorithms.

Index Terms— Hybrid precoding, finite-alphabet inputs, matrix
factorization, nonconvex optimization.

I. INTRODUCTION

MASSIVE multiple-input multiple-output (MIMO) sys-
tems operating in the Millimeter wave (mmWave) band

is a key technique candidate for future generation cellular
systems to address the wireless spectrum crunch. It makes
use of the frequency band from 30 GHz to 300 GHz, which
provides a much wider bandwidth than current cellular systems
operating in microwave bands. In addition, a short wavelength
of radio signals in the mmWave band enables very large
antenna arrays to be equipped at the transceivers, and this
can provide significant increase of the spectral efficiency.

For mmWave MIMO systems, hybrid analog and digital
precoding architectures have been proposed to achieve high
spectral efficiency with low cost and power consumption.
Extensive work has been devoted to designing hybrid precod-
ing algorithms under perfect channel state information (CSI)
and different constraints [1]–[8]. However, it is difficult to
obtain the perfect CSI in mmWave MIMO systems. The reason
is that the channel matrix measured at the baseband cannot be
obtained directly because it is intertwined with the choice of
analog precoders. Furthermore, conventional MIMO channel
estimation is incapable of utilizing array gain in mmWave
systems, and it leads to low signal-to-noise ratio (SNR).
Therefore, the conventional channel estimation requires long
training sequences to estimate mmWave MIMO channels,
which is impractical due to fast variation of mmWave MIMO
channels.

To address the challenge of training overhead, [9] pro-
posed a hybrid precoding algorithm for single-user MIMO
systems with partial knowledge of the CSI. For the multi-
user MIMO scenario, [10] devised a mix-CSI-based hybrid
precoding structure, where the analog precoding design is
based on the slow-varying channel statistics, and the digital
precoding design is based on the instantaneous CSI. Then
the dimension of the effective channel matrix (instantaneous
CSI) is greatly reduced. However, the work in [9] and [10]

0090-6778 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

https://orcid.org/0000-0002-1627-3156
https://orcid.org/0000-0003-0060-5045
https://orcid.org/0000-0003-2133-8679
https://orcid.org/0000-0001-8210-5057


3992 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 67, NO. 6, JUNE 2019

considered only the fully-connected hybrid architecture, which
requires much more phase shifters compared to the partially-
connected structure [11]. In the partially-connected structure,
the antenna array is partitioned into a number of smaller
disjoint subarrays, each of which is driven by a single radio
frequency (RF) chain [12]. This structure is an extension of
classic antenna selection methods, which allocate each RF
chain to an antenna element [13]. Gao et al. [14] developed
a successive interference cancellation based hybrid precoding
for partially-connected structure with fixed subset of anten-
nas. The partially-connected structure with dynamic subset
of antennas is considered in [15], and a low complexity
greedy algorithm is also proposed to design the best parti-
tioning/grouping of antennas over the RF chains.

Furthermore, most existing works on hybrid precoding
assume Gaussian inputs, which are rarely realized in practice.
It is well known that practical systems utilize finite-alphabet
inputs, such as phase-shift keying (PSK) or quadrature ampli-
tude modulation (QAM). Precoding designs under Gaussian
inputs have been shown to be quite suboptimal for practi-
cal systems with finite-alphabet inputs [16]–[27]. Recently,
the authors in [28] presented a Broyden-Fletcher-Goldfarb-
Shanno based hybrid precoding algorithm for mmWave MIMO
systems with finite-alphabet inputs. The proposed algorithm
utilizes both gradient and Hessian information, and simulation
results showed that it outperforms existing hybrid precoding
algorithms including [3], [5], [6], [8].

A. Contributions

In this paper, we investigate the hybrid precoding design
for mmWave MIMO systems with finite-alphabet inputs under
the following assumptions: 1) the system employs partially-
connected hybrid precoding structure with dynamic subset of
antennas; 2) the partition of antennas and analog precoder are
designed based on statistical CSI, and the digital precoder is
designed based on either statistical CSI or instantaneous CSI.
We consider the statistical-CSI-based scenario and the mixed-
CSI-based scenario, and the corresponding hybrid precoding
problems under two scenarios have the same mathematical
form. Then we propose a manifold-based gradient ascent algo-
rithm to solve the hybrid precoding problem. The contributions
of this paper are summarized as follows:

• We present a simple criterion to design the best partition
of antennas using statistical CSI. The corresponding
dynamic subarray design is a (nonconvex) combinatorial
optimization problem, and we propose a low complexity
algorithm to solve this problem.

• We derive a lower bound of the average mutual infor-
mation for mmWave MIMO channels. The lower bound
plus a constant shift serves as a very accurate approxi-
mation to the average mutual information, and its com-
plexity is much lower than the original average mutual
information. To further reduce the complexity, we also
derive an accurate approximation of the proposed lower
bound.

• We propose a manifold-based gradient ascent algorithm
to design hybrid precoders. Simulation results show that

1) the proposed algorithm converges to a near globally
optimal solution from arbitrary initial points; 2) the
performance of mixed-CSI-based hybrid precoding is
very close to that of instantaneous-CSI-based hybrid
precoding. 3) the statistical-CSI-based hybrid precoding
can achieve higher energy efficiency than the fully-
connected hybird precoding.

B. Notations

The following notations are adopted throughout the paper:
Boldface lowercase letters, boldface uppercase letters, and
calligraphic letters are used to denote vectors, matrices and
sets, respectively. The real and complex number fields are
denoted by R and C, respectively. The superscripts (·)T,
(·)∗ and (·)H stand for transpose, conjugate, and conjugate
transpose operations, respectively. tr(·) is the trace of a matrix;
‖ · ‖ denotes the Euclidean norm of a vector; ‖ · ‖F represents
the Frobenius norm of a matrix; Ex(·) represents the statistical
expectation with respect to x; Xkl represents the (k, l)-th
element of X; I and 0 denote an identity matrix and a zero
matrix, respectively, with appropriate dimensions; ◦ represents
the Hadamard matrix product; I(·) represents the mutual
information; � and � are the real and imaginary parts of a
complex value; log(·) is used for the base two logarithm.

II. SYSTEM AND CHANNEL MODELS

In this section, we present system and channel models for
mmWave MIMO systems.

A. System Model

Consider a point-to-point mmWave MIMO system, where
a transmitter with Nt antennas sends Ns data streams to
a receiver with Nr antennas. The number of RF chains at
the transmitter is Nrf , which satisfies Ns ≤ Nrf ≤ Nt.
We consider the hybrid precoding scheme, where Ns data
streams are first precoded using a digital precoder, and then
shaped by an analog precoder. The received baseband signal
y ∈ CNr×1 can be written as

y = HFBx + n (1)

where H ∈ CNr×Nt is the mmWave channel matrix;
F ∈ CNt×Nrf is the analog precoder; B ∈ CNrf×Ns is the
digital precoder; x ∈ CNs×1 is the input data vector and
n ∈ CNr×1 is the independent and identically distributed
(i.i.d.) complex Gaussian noise with zero-mean and covariance
σ2I. To simplify our system model, we omit the analog and
digital combiner, which can be designed similarly as the hybrid
precoder.

In this paper, the analog precoder F is implemented by
a dynamic phase shifter subarray, where each RF chain is
connected to a dynamic subset of transmit antennas. Let
Sj denote the collection of transmit antennas connected to
jth RF chain. We partition Nt transmit antennas into Nrf
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subsets satisfying

S =

⎧
⎨

⎩
{Sj}Nrf

j=1

∣
∣
∣
∣
∣
∣

Nrf⋃

j=1

Sj = {1, 2, . . . , Nt} ,

Sj ∩ Sk = ∅, ∀j �= k

⎫
⎬

⎭
. (2)

Since each RF chain can be connected to different number of
antennas, the cardinalities of {Sj}Nrf

j=1 are different. In addi-
tion, if the ith transmit antenna is connected to the jth RF
chain, i.e.,i ∈ Sj , the (i, j)th entry of F has unit modulus,
otherwise it is zero. Therefore, the constraints on F can be
expressed by

|Fij | = 1Sj(i), ∀(i, j) (3)

where 1Sj (i) is the indicator function:

1Sj (i) =

{
1 if i ∈ Sj

0 otherwise.
(4)

The transmitted signal is restricted by a total power
constraint P :

Ex ‖FBx‖2 = tr
(
BHFHFB

) ≤ P. (5)

To decouple F and B in coupled power constraint (5),
we consider the following change of variables:

F̄ = F(FHF)−
1
2 (6)

B̄ = (FHF)
1
2 B. (7)

Then the power constraint in (5) becomes

B =
{
B̄
∣
∣tr
(
B̄HB̄

) ≤ P
}

(8)

and the constraints on F̄ can be expressed by

F =
{
F̄
∣
∣
∣
∣
∣F̄ij

∣
∣ = |Sj |− 1

2 1Sj (i), ∀(i, j)
}

. (9)

Furthermore, by plugging F̄ and B̄ into the system model
in (1), we have

y = HF̄B̄x + n. (10)

Combining (8) and (10), we observe that HF̄ and B̄ can
be regarded as the effective channel and precoder for typical
MIMO Gaussian channels, respectively. Since there exists a
one-to-one mapping between (F,B) and (F̄, B̄), we will focus
on designing the effective analog and digital precoders (F̄, B̄)
throughout the rest of this paper.

B. Channel Model

The mmWave MIMO channel is characterized by a standard
multi-path model [29, ch. 7.3.2]:

H =

√
NrNt

L

L∑

�=1

γ�a(θr,�)a(θt,�)H (11)

where L denotes the number of physical propagation paths
between the transmitter and the receiver; γ� represents the
complex gain of the �th propagation path; We assume that

γ� are i.i.d. complex Gaussian distributed with zero-mean and
unit-variance; a(θr,�) and a(θt,�) represent the receive and
transmit array steering vectors, with θr,� and θt,� being the
angles of arrival (AOA) and the angles of departure (AOD),
respectively. In this paper, the transmitter and receiver adopt
uniform linear arrays, whose array steering vector a(θ) is
given by

a(θ) =
1√
N

[
1, e−j 2π

λ d sin θ, . . . , e−j 2π
λ d(N−1) sin θ

]T

(12)

where N is the number of antenna element, λ is the wave-
length of the carrier frequency and d = 1

2λ is the antenna
spacing.

The channel model in (11) can be rewritten more com-
pactly as

H =

√
NrNt

L
ArΓAH

t (13)

where Γ = diag(γ1, . . . , γL); Ar ∈ CNr×L and At ∈
CNt×L are stacked array steering vectors of AOA and AOD
respectively, given by

Ar =
[
a(θr,1), . . . ,a(θr,L)

]
(14)

At =
[
a(θt,1), . . . ,a(θt,L)

]
. (15)

This work assumes that the small scale fading Γ varies
rapidly while the variation of angle information Ar and At

is slow [30]. Since the angle information changes slowly,
we further assume that the transmitter can obtain statistical
CSI through feedback, i.e., the transmitter knows Ar and At.

III. PROBLEM FORMULATION

For mmWave MIMO systems, it may not be practical to
obtain the instantaneous CSI by conventional channel estima-
tion techniques because 1) the channel matrix measured in the
baseband depends on the choice of analog precoder; 2) the
training blocks may be prohibitively long due to the large
bandwidth and low signal-to-noise ratio (SNR). To mitigate
this difficulty, we propose new formulations in which analog
and/or digital precoders are designed under statistical CSI.

A. Statistical-CSI-Based Formulation

We assume that the transmitter has the knowledge of statis-
tical CSI, including Ar, At and the distribution of Γ. Then we
design the analog and digital precoder to maximize the average
mutual information. Suppose each entry of the input data
vector x is uniformly distributed from a given constellation set
with cardinality M . The average mutual information between
x and y is given by

EHI(x;y|H) (16)

where I(x;y|H) is the instantaneous mutual information
between x and y [20]

I(x;y|H) = log K − 1
K

K∑

m=1

En

{

log
K∑

k=1

exp(−dmk)

}

.

(17)
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Here K = MNs is a constant number, and dmk =
σ−2

(‖HF̄B̄(xm − xk) + n‖2 − ‖n‖2
)
, with xm and xk

being two possible data vectors taken from x. The average
mutual information maximization problem can then be formu-
lated as

maximize
{Sj}∈S

R({Sj}) (18)

where R({Sj}) is the maximum average mutual information
with given partition of subsets, i.e.,

R({Sj}) = maximize
F̄∈F ,B̄∈B

EHI(x;y|H). (19)

Problem (18) is a combinatorial optimization problem for
which finding the optimal solution requires an exhaustive
search over all nonempty {Sj}Nrf

j=1 in S. The total number
of combinations is known as Stirling number of the second
kind [31] and is given by

|S| =
1

Nrf !

Nrf∑

k=0

(−1)Nrf−k

(
Nt

k

)

kNt . (20)

Then we can rewrite problem (18) as

maximize
�∈{1,...,|S|}

R({Sj,�}) (21)

where {Sj,�} represents the �th given partition of subsets
belonging to S.

Although (21) provides a theoretically possible way for
solving problem (18), its computational complexity is pro-
hibitive even for a small number of transmit antennas and RF
chains. For example, when Nt = 16 and Nrf = 4, |S| is equal
to 1.718× 108, which implies that we need to solve problem
(19) over ten million times to obtain the optimal analog and
digital precoder.

We propose a new formulation to reduce the computational
complexity of problem (18). Recall that {Sj}Nrf

j=1 represent
positions of nonzero entries in F̄, and the role of F̄ is
to reshape the effective channel matrix HF̄. Therefore, we
design {Sj}Nrf

j=1 and the corresponding F̄ such that the average
effective channel gain EH‖HF̄‖2

F is maximized. The dynamic
subarray design problem can then be formulated as

maximize
F̄∈F ,{Sj}∈S

EHtr
(
F̄HHHHF̄

)
. (22)

We solve problem (22) to obtain its optimal solutions,
denoted by F̄�

init and {S�
j }Nrf

j=1. Then we solve problem
(19) with given {S�

j }Nrf
j=1 to obtain the optimally effective

analog and digital precoders (F̄�, B̄�). Note that since F̄�
init is

not obtained by maximizing the average mutual information,
we do not use it directly as the optimally effective analog
precoder. However, the solution F̄�

init serves as a good initial
point for solving problem (19). Therefore, we first design a low
complexity algorithm to solve problem (22), and then design
an effective algorithm to solve the hybrid precoding problem
(19) with given {S�

j }Nrf
j=1.

B. Mixed-CSI-Based Formulation

The basic idea of mixed CSI based formulation is to design
the analog precoder based on statistical CSI, and then estimate
the reduced-dimensional effective channel matrix HF̄�, where
F̄� = F(FHF)−

1
2 is the optimally effective analog precoder

based on statistical CSI. After that, the transmitter utilizes the
instantaneous effective channel matrix HF̄� to design effec-
tive digital precoder B̄, and this is a typical MIMO precoding
problem. In this case, the burden of channel estimation is
greatly reduced because the dimension of HF̄� ∈ CNr×Nrf

is much smaller than that of H ∈ CNr×Nt .
Given the instantaneous effective channel matrix HF̄, the

digital precoding problem can be expressed by

C(HF̄) = maximize
B̄∈B

I(x;y|H) (23)

where C(HF̄) is the maximum mutual information under the
given effective channel matrix HF̄. Then the mixed-CSI-based
hybrid precoding problem can be formulated as

maximize
F̄∈F ,{Sj}∈S

EHC(HF̄). (24)

Problem (24) is intractable because it is prohibitive to com-
pute the objective function EHC(HF̄). In order to estimate
EHC(HF̄) at a given point F̄, we need to solve the nonconvex
problem (23) thousands of times for randomly generated
channel matrix H. To mitigate this difficulty, we replace
EHC(HF̄) by a computationally efficient bound. Invoke
Jensen’s inequality, EHC(HF̄) can be lower bounded by

EHC(HF̄) ≥ maximize
B̄∈B

EHI(x;y|H). (25)

Replacing EHC(HF̄) by its lower bound, problem (24) is
approximated as

maximize
F̄∈F ,{Sj}∈S,B̄∈B

EHI(x;y|H) (26)

which is exactly the same as problem (18). Then we can
use the same procedure to solve this problem, i.e., we first
solve problem (22) to obtain {S�

j }Nrf
j=1, and then solve problem

(19) with given {S�
j }Nrf

j=1 to obtain the optimally effective
analog precoder. Note that although the statistical-CSI-based
formulation and the mixed-CSI-based formulation solve the
same optimization problem, there is an important difference
between them. The optimization variable B̄ in the mixed-
CSI-based formulation is just an auxiliary variable made for
analog precoder design. After obtaining the optimally effective
analog precoder, the real digital precoder should be obtained
by solving problem (23).

IV. DYNAMIC SUBARRAY DESIGN

In this section, we propose a low complexity algorithm to
solve problem (22). Note that the objective function in problem
(22) can be rewritten as

EHtr
(
F̄HHHHF̄

)
=

NrNt

L
EΓtr

(
F̄HAtΓHAH

r ArΓAH
t F̄

)

=
NrNt

L
tr
(
F̄HAtAH

t F̄
)

(27)
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where the second equality in equation (27) holds because
EΓ(ΓHAH

r ArΓ) = I. Plugging F̄ = F(FHF)−
1
2 into

equation (28), we obtain the following problem

maximize
F,{Sj}

tr
[
(FHF)−

1
2 FHAtAH

t F(FHF)−
1
2

]

subject to |Fij | = 1Sj(i), ∀(i, j)
{Sj} ∈ S. (28)

It is difficult to solve problem (28) directly because the feasible
set of problem (28) is characterized by F and {Sj}Nrf

j=1.
To address this issue, the following proposition rewrites the
feasible set as explicit constraints of F.

Proposition 1: The feasible set of problem (28) can be
expressed by

|Fij | ∈ {0, 1}, ∀(i, j)
‖Fi•‖0 = 1, ∀i (29)

where Fi• denotes the ith row of F, and ‖ · ‖0 represents the
total number of nonzero elements in a vector.

Proof: See Appendix.
According to Proposition 1, we rewrite problem (28) as

maximize
F

tr
[
(FHF)−

1
2 FHAtAH

t F(FHF)−
1
2

]

subject to |Fij | ∈ {0, 1}, ∀(i, j)
‖Fi•‖0 = 1, ∀i. (30)

Problem (30) is still intractable due to nonconvex discrete
constraints |Fij | ∈ {0, 1} and ‖Fi•‖0 = 1. Therefore, we first
drop the constraints and consider the unconstrained problem

maximize
F

tr
[
(FHF)−

1
2 FHAtAH

t F(FHF)−
1
2

]
. (31)

Problem (31) is a generalized eigenvalue problem, and its
optimal solution is given by [15]

F = UAR (32)

where UA ∈ CNt×Nrf is the left singular vectors of At corre-
sponding to the largest Nrf singular values, and R ∈ CNrf×Nrf

is an arbitrary unitary matrix. Note that when L < Nrf , the
remaining Nrf −L left singular vectors in UA can be chosen
arbitrarily as long as UA satisfies UH

AUA = I.
In general, if there exists a unitary matrix R such that

the unconstrained optimal solution UAR satisfies (29), then
UAR is the globally optimal solution of problem (30).
However, such R may not exist and thus we use UAR to find
a nearby feasible solution. Specifically, consider the following
optimization problem

minimize
F,R∈U

‖F− UAR‖2
F

subject to |Fij | ∈ {0, 1}, ∀(i, j)
‖Fi•‖0 = 1, ∀i (33)

where U denotes the set of unitary matrices. Since the
optimization variables F and R are separate, we adopt the
alternating minimization approach to solve problem (33).

Given R, the optimal F of problem (33) has a simple closed
form solution. Let j�(i) = argmax1≤j≤Nrf

|[UAR]ij |, then
the optimal F of problem (33) can be expressed by

Fij =

⎧
⎨

⎩

[UAR]ij
|[UAR]ij | if j = j�(i)

0 otherwise.
(34)

Given F, problem (33) is reduced to an orthogonal pro-
crustes problem

minimize
R∈U

‖F− UAR‖2
F . (35)

Let the singular value decomposition of Z = FHUA be

Z = FHUA = UZΣΣΣZVH
Z (36)

where UZ is a unitary matrix with left singular vectors,
ΣΣΣZ is a diagonal matrix with singular values arranged in
decreasing order, and VZ is another unitary matrix with right
singular vectors. Then the optimal solution of problem (35) is
given by [32]

R = VZUH
Z . (37)

Combining (34) and (37), we propose a simple alternating
minimization algorithm to solve problem (33) and obtain the
corresponding near optimal partition of subsets {Sj}Nrf

j=1. The
details of this algorithm is summarized in Algorithm 1.

Algorithm 1 Dynamic Subarray Design
1. Given the stacked array steering vectors of AOD At.
Compute At’s left singular vectors UA and generate an
arbitrary initial unitary matrix R.
2. While the stopping criterion is not satisfied

• Given R, solve problem (33) to obtain the optimal F
in (34).

• Given F, solve problem (33) to obtain the optimal R
in (37).

3. Return F̄�
init = F(FHF)−

1
2 and the corresponding {S�

j }.

We conclude this section with several remarks on
Algorithm 1:

• The convergence of Algorithm 1 is guaranteed because
the objective function ‖F − UAR‖2

F is bounded, and it
is decreasing in each iteration.

• Since problem (33) is a nonconvex problem, the solution
obtained by Algorithm 1 depends on the initial unitary
matrix R. Therefore, we can run Algorithm 1 several
times with different initial R, and then choose the solu-
tion corresponding to the largest

∥
∥AH

t F̄�
init

∥
∥2

F
.

• When F̄�
init = F(FHF)−

1
2 is determined, the corre-

sponding {S�
j } is given by

S�
j =

{
i
∣
∣
∣
∣
∣[F̄�

init]ij
∣
∣ �= 0

}
, j = 1, . . . , Nrf .

V. HYBRID PRECODING WITH FINITE-ALPHABET INPUTS

In this section, we first derive the lower bound for the
average mutual information EHI(x;y|H), and then propose
an effective algorithm to design analog and digital precoders.
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A. Lower Bound for Average Mutual Information

It is difficult to compute and optimize the average
constellation-constrained mutual information directly because
both EHI(x;y|H) and its gradient have no closed form
expressions. To estimate EHI(x;y|H) as well as its gradient,
we need to use Monte Carlo method and/or numerical integral,
whose computational complexity are prohibitively high.

This difficulty can be partially mitigated by the following
proposition, which provides the lower bound of EHI(x;y|H)
in closed form.

Proposition 2: The average constellation-constrained
mutual information of mmWave MIMO channels can be
lower bounded by

L(F̄, B̄) = log K − Nr

(
1

ln 2
− 1

)

− 1
K

K∑

m=1

log
K∑

k=1

det
[
I +

(
AH

r Ar
)T ◦ Wmk

]−1

(38)

where

Wmk =
NrNt

2σ2L
AH

t F̄B̄(xm − xk)(xm − xk)HB̄HF̄HAt.

(39)

Proof: See Appendix.
The computational complexity of the lower bound L(F̄, B̄)

is still very high because it needs to calculate the determinant
K2 times. For example, when we adopt 16QAM modulation
(M = 16) and the number of data streams Ns is 4, K2 is equal
to 4.295×109. To further reduce the complexity, we notice that
the receive steering vectors are asymptotically orthogonal to
each other when the number of receive antennas Nr approaches
infinity, i.e., limNr→∞ AH

r Ar = I. Based on this observation,
we derive a low complexity approximation of L(F̄, B̄) in the
following proposition.

Proposition 3: The lower bound L(F̄, B̄) can be approxi-
mated by

LA(F̄, B̄) = log K − Nr

(
1

ln 2
−1

)

− 1
K

K∑

m=1

log
K∑

k=1

L∏

�=1

(

1+
NrNt

2σ2L
|βmk�|2

)−1

(40)

where βmk� = a(θt,�)HF̄B̄(xm − xk), with a(θt,�) being
the �th column of At. In addition, the limit of LA(F̄, B̄) is
L(F̄, B̄) as Nr approaches infinity.

Proof: See Appendix.
The accuracy and computational complexity of the lower

bound and its approximation will be shown in Fig. 1 and
Table 1 in the simulation result section.

B. Hybrid Precoding Design

In this section, we solve the hybrid precoding problem
(19) with given {S�

j }Nrf
j=1 obtained by Algorithm 1. First,

by replacing the average mutual information EHI(x;y|H)

with the approximated lower bound LA(F̄, B̄), problem (19)
can be approximated as

maximize
F̄,B̄

LA(F̄, B̄)

subject to
∣
∣F̄ij

∣
∣ =

∣
∣S�

j

∣
∣−

1
2 1Sj (i), ∀(i, j)

tr
(
B̄HB̄

) ≤ P. (41)

Note that the constraint |F̄ij | = |S�
j |−

1
2 1Sj (i) implies that

only the phase of nonzero |F̄ij | can be changed. Therefore,
instead of using F̄ as the optimization variable, it is more
convenient to optimize the phase of nonzero entries in F̄.
Define the phase matrix ΦΦΦ as

ΦΦΦij = ∠F̄ij1S�
j
(i), ∀(i, j) (42)

where ∠F̄ij represents the phase of F̄ij . Then F̄ can be
expressed as

F̄ij =
∣
∣S�

j

∣
∣−

1
2 exp(jΦΦΦij)1S�

j
(i), ∀(i, j). (43)

Using ΦΦΦ as the optimization variable and defining a new
function R(ΦΦΦ, B̄) � LA(F̄(ΦΦΦ), B̄), problem (41) can be
rewritten as

maximize
ΦΦΦ,B̄

R(ΦΦΦ, B̄)

subject to tr
(
B̄HB̄

)
= P. (44)

Here we express the power constraint as tr
(
B̄HB̄

)
= P

because R(ΦΦΦ, B̄) is monotonically increasing with respect
to ‖B̄‖2

F . Then we provide the gradient of R(ΦΦΦ, B̄) in the
following proposition, which forms the foundation for solving
problem (44).

Proposition 4: The gradient of R(ΦΦΦ, B̄) with respect to B̄
and ΦΦΦ are given by

∇B̄R(ΦΦΦ, B̄) =
L∑

�=1

F̄Ha(θt,�)a(θt,�)H F̄B̄E�

∇ΦΦΦR(ΦΦΦ, B̄) = 2
L∑

�=1

� [F̄Ha(θt,�)a(θt,�)HF̄B̄E�B̄H ◦ F̄∗]

(45)

where

E� =
1

ln(2) · K
∑

m,k

ζmk�(xm − xk)(xm − xk)H (46)

with

ζmk� =
(

2σ2L

NrNt
+|βmk�|2

)−1

·
L∏

�=1

(

1+
NrNt

2σ2L
|βmk�|2

)−1

·
[

K∑

k=1

L∏

�=1

(

1 +
NrNt

2σ2L
|βmk�|2

)−1
]−1

.

Proof: See Appendix.
We propose a manifold-based gradient ascent algorithm to

optimize ΦΦΦ and B̄ simultaneously using the gradient informa-
tion. At the kth iteration, the algorithm updates the current
solution (ΦΦΦk, B̄k) to (ΦΦΦk+1, B̄k+1) by the following rules

ΦΦΦk+1 = ΦΦΦk + ρk∇ΦΦΦR(ΦΦΦk, B̄k)
B̄k+1 = Proj

[
B̄k + ρkgradB̄R(ΦΦΦk, B̄k)

]
(47)
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where ρk > 0 is the stepsize, Proj
[
B̄k

]
= P

1
2 ‖B̄k‖−1

F B̄k,
and gradB̄R(ΦΦΦ, B̄) is the gradient of R(ΦΦΦ, B̄) on the follow-
ing (sphere) manifold

M =
{
B̄
∣
∣tr
(
B̄HB̄

)
= P

}
. (48)

Based on the definition, gradB̄R(ΦΦΦ, B̄) can be computed by
projecting ∇B̄R(ΦΦΦ, B̄) onto the tangent space TB̄M at B̄,
where TB̄M is given by

TB̄M =
{
X̄
∣
∣tr
(
X̄HB̄ + B̄HX̄

)
= 0

}
. (49)

Then gradB̄R(ΦΦΦ, B̄) can be expressed by

gradB̄R(ΦΦΦ, B̄) = argmax
X̄∈TB̄M

∥
∥X̄−∇B̄R

∥
∥2

F
. (50)

Using the standard Lagrangian multiplier method, the closed
form solution of problem (50) is given by

gradB̄R(ΦΦΦ, B̄) = ∇B̄R(ΦΦΦ, B̄) − �tr
[
(∇B̄R)HB̄

]

P
B̄. (51)

After obtaining the ascent direction, we need to determine
the stepsize ρk such that the objective function R(ΦΦΦ, B̄) is
increasing in each iteration. We propose a modified back-
tracking line search method, which is usually more efficient
than the classic backtracking line search [33]. The main idea
is to use ρk−1 as the initial guess of ρk, and then either
increases or decreases it to find the largest ρk such that

f(ρk) � R(ΦΦΦk+1, B̄k+1) − R(ΦΦΦk, B̄k)
− ρkβga

(‖∇ΦΦΦR(ΦΦΦk, B̄k)‖2
F

+ ‖gradB̄R(ΦΦΦk, B̄k)‖2
F

) ≥ 0

where βga ∈ [0, 0.5] is a constant to control the stepsize.
Specifically, the stepsize ρk is set as

ρk =

⎧
⎨

⎩

2K1−1 · ρk−1 if f(ρk−1) ≥ 0
(

1
2

)K2 · ρk−1 if f(ρk−1) < 0
(52)

where K1 ≥ 0 is the smallest integer such that
f(2K1ρk−1) < 0, and K2 ≥ 0 is the smallest integer such
that f([12 ]K2ρk−1) ≥ 0. The details of our proposed manifold-
based gradient ascent algorithm is summarized in Algorithm 2.

VI. SIMULATION RESULTS

We provide several examples in this section to illustrate
the relationship and the computational complexity comparison
between average mutual information and its lower bound as
well as the lower bound approximation. We also show the
convergence of the proposed hybrid precoding algorithm and
the efficacy of the designed hybrid precoders. For convenience,
we rewrite the angles of arrival {θr,�}L

�=1 as a vector θr, whose
�th element corresponds to θr,�. Similarly, the angles of depar-
ture {θt,�}L

�=1 can be expressed by θt. The angles of arrival
follow the Laplacian distribution with a fixed or uniformly
distributed mean angle θ̄r, and a constant angular spread
(standard deviation) of π

18 . The angles of departure follow
the Laplacian distribution with a fixed mean angle θ̄t, and
an angular spread of π

18 .

Algorithm 2 Manifold-Based Gradient Ascent Algorithm

1. Given {S�
j }Nrf

j=1 (obtained by Algorithm 1), Φ0 and B̄0.
Set ρ0 = 2, βga = 0.4, and ε = 10−4.
2. For k = 0, 1, 2, . . . (outer iterations)

• Compute the gradient of R(ΦΦΦ, B̄) with respect to ΦΦΦ
and B̄ at (ΦΦΦk, B̄k) by (45). Then use ∇B̄R(ΦΦΦk, B̄k)
to compute the gradient of R(ΦΦΦ, B̄) at B̄k on the shere
manifold by (51).

• If ‖∇ΦΦΦR(ΦΦΦk, B̄k)‖2
F +‖gradB̄R(ΦΦΦk, B̄k)‖2

F < ε, stop.
• Utilize the modified backtracking line search to compute

the stepsize ρk via (52).
• Update (Φk, B̄k) to (Φk+1, B̄k+1) by

ΦΦΦk+1 = ΦΦΦk + ρk∇ΦΦΦR(ΦΦΦk, B̄k)
B̄k+1 = Proj

[
B̄k + ρkgradB̄R(ΦΦΦk, B̄k)

]
.

A. Example 1: Average Mutual Information
and Lower Bound

This example is utilized to show that 1) the lower bound
L(F̄, B̄) plus a constant is a very accurate approximation to
the average mutual information; 2) the lower bound approxi-
mation LA(F̄, B̄) plus a constant is also a good approximation
to the average mutual information; 3) the computational com-
plexity of LA(F̄, B̄) is a few orders of magnitudes lower than
that of the average mutual information.

We begin with the consideration of limits of the average
mutual information. When the noise power σ2 approaches
0 and +∞, the limits are given by

lim
σ2→0

EHI(x;y|H) = log K (53)

lim
σ2→+∞

EHI(x;y|H) = s0. (54)

At the same time, the limits of L(F̄, B̄) are given by

lim
σ2→0

L(F̄, B̄) = log K − Nr

(
1

ln(2)
− 1

)

(55)

lim
σ2→+∞

L(F̄, B̄) = −Nr

(
1

ln(2)
− 1

)

(56)

which imply that a constant gap Nr

(
1

ln(2) − 1
)

exists

between the average mutual information EHI(x;y|H) and
its lower bound L(F̄, B̄) at low and high SNR regimes.

Similarly, the same constant gap Nr

(
1

ln(2) −1
)

exists between

EHI(x;y|H) and LA(F̄, B̄). Since the optimized hybrid
precoders will remain unchanged by adding a constant value
to the objective function, we demonstrate that the lower bound
L(F̄, B̄) and its approximation LA(F̄, B̄) plus a constant serve
as good approximations to the average mutual information.

We consider a mmWave MIMO system with Nr = 32,
Nt = 64, Nrf = 4 and Ns = 4. The number of physical
propagation paths is set as L = 6, and the SNR is defined as
SNR = P

σ2 . The input signal is drawn from QPSK modulation.
The mean angles of θr and θt are set as θ̄r = θ̄t = π

4 . Then we
generate the angles of arrival and departure, whose realizations
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TABLE I

RUNNING TIMES (IN SECS.) VERSUS SNR FOR AVERAGE MUTUAL INFORMATION AND ITS APPROXIMATIONS

Fig. 1. Average mutual information with QPSK inputs for mmWave MIMO
channels (Nr = 32, Nt = 64, Nrf = 4, Ns = 4, L = 6).

are given by

θr = [0.6833, 0.5937, 0.5982, 0.5309, 0.7593, 0.7719]T

θt = [0.7468, 0.8778, 0.8219, 0.8823, 1.0332, 1.1444]T . (57)

For illustration purpose, the effective analog precoder F̄ is
obtained by Algorithm 1, and the effective digital precoder is
set as B̄ = I.

The function values and running times for the average
mutual information, the lower bound with a constant shift
and the lower bound approximation with a constant shift
are presented in Fig. 1 and Table I. The simulated curve is
obtained by the Monte Carlo method, which computes the
average mutual information using 3000 realizations of H and
n. From Fig. 1 and Table I, we have the following remarks:

1) With a constant shift, the lower bound provides a very
accurate approximation to the average mutual informa-
tion in whole SNR regimes.

2) The lower bound approximation plus a constant and the
average mutual information match exactly at low and
high SNR regimes, and their gap at medium SNR regime
is less than 0.5bps/Hz in our case.

3) The lower bound approximation consumes much lower
computational time than the average mutual information
and its lower bound, thus we design hybrid precoders
by maximizing the lower bound approximation.

B. Example 2: Convergence of the Manifold-Based
Gradient Ascent Algorithm

In this subsection, we consider a mmWave MIMO system
with Nr = 16, Nt = 64, Nrf = 4 and Ns = 4. The number
of physical propagation paths is set as L = 6, and the SNR
is given by SNR = −22.5dB. The input signal is drawn

Fig. 2. Evolution of average mutual information as the hybrid precoders
are optimized with the proposed manifold-based gradient ascent and the
block coordinate ascent algorithms. The input signal is drawn from QPSK;
SNR is −22.5 dB.

from QPSK modulation. The mean angle of θr is uniformly
distributed over [0, 2π], i.e., θ̄r ∼ unif(0, 2π). In contrast,
the mean angle of θt is set as θ̄t = π

3 . The realizations of
θr and θt are given by

θr = [4.6448, 4.7492, 4.9337, 4.8962, 5.3448, 4.4681]T

θt = [0.8806, 1.4545, 0.8359, 1.1047, 1.2880, 0.8917]T. (58)

The initial point of the effective analog precoder F̄init is
obtained by Algorithm 1, and the initial point of the effective
digital precoder B̄init is set as the right singular vectors
of AH

t F̄init.
The evolution of the proposed manifold-based gradient

ascent algorithm is shown in Fig. 2. For comparison, it also
shows the hybrid precoding with block coordinate ascent
algorithm, and the average mutual information without hybrid
precoding. The block coordinate ascent algorithm solves the
hybrid precoding problem (44) by optimizing ΦΦΦ and B̄ alter-
natively with initial point (F̄init, B̄init). The effective analog
and digital precoders in no hybrid precoding case are set as

F̄ =
√

Nrf

Nt

⎡

⎢
⎣

1 . . . 0
...

. . .
...

0 . . . 1

⎤

⎥
⎦ , B̄ = I. (59)

From Fig. 2, we observe that our proposed manifold-based
gradient ascent algorithm converges to 1.165 bps/Hz after
16 iterations while the block coordinate ascent algorithm
requires over 320 iterations to approach the same value. There-
fore, the proposed manifold-based gradient ascent algorithm is
much faster than the block coordinate ascent algorithm. This
phenomenon occurs mainly because our proposed algorithm
updates ΦΦΦ and B̄ simultaneously while the block coordinate
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Fig. 3. Empirical cumulative distribution of average mutual information for
various initial points. The input signal is drawn from QPSK; SNR is −22.5 dB.

ascent algorithm updates ΦΦΦ and B̄ alternatively. In addition,
we also observe that the performance of no hybrid precoding
is very poor because we do not exploit any channel state
information to design hybrid precoders.

The empirical cumulative distribution of average mutual
information for the hybrid precoder from various initial points
of the effective analog and digital precoders are further
depicted in Fig. 3, which is obtained by generating 3000 ran-
dom initial points (F̄init, B̄init). The initial analog precoders
F̄init are obtained by Algorithm 1, whose output depends on
the random input matrix R. The initial digital precoders B̄init

are generated with i.i.d. zero-mean unit-variance complex
Gaussian entries, and then normalized to satisfy the power
constraint. The empirical cumulative distribution curve shows
that although the hybrid precoding design with given partition
of subsets is a nonconvex problem, our proposed manifold-
based gradient ascent algorithm can achieve a near globally
optimal solution from arbitrary initial points.

C. Example 3: Performance of Mixed-CSI-Based
Hybrid Precoding

In this subsection, we evaluate the performance of mixed-
CSI-based hybrid precoding. We consider a mmWave MIMO
system with Nr = 24, Nt = 64, Nrf = 4 and Ns = 4.
The number of physical propagation paths is set as L = 8.
The input signal is drawn from BPSK modulation. The mean
angle of θr satisfies θ̄r ∼ unif(0, 2π), and the mean angle of
θt is set as θ̄t = π

4 . The realizations of θr and θt are given by

θr = [3.921, 3.442, 3.550, 3.449, 3.514, 3.415, 3.314, 3.289]T

θt = [0.760, 0.614, 0.674, 0.683, 0.916, 0.749, 0.831, 0.777]T.

(60)

The mixed-CSI-based hybrid precoding utilizes channel
statistics to design the effective analog precoder F̄, and then
design the effective digital precoder based on the instantaneous
CSI. To evaluate the average mutual information, we generate
N = 1500 independent samples of the channel matrix

Hi =

√
NrNt

L
ArΓiAH

t , i = 1, 2, . . . , N. (61)

Fig. 4. Average mutual information versus SNR for different scenarios in a
mmWave MIMO channel (Nr = 24, Nt = 64, Nrf = 4, Ns = 4, L = 8).

Then we solve the digital precoding problem (23) for each
effective channel matrix HiF̄. Finally the average mutual
information is given by

1
N

N∑

i=1

C(HiF̄) (62)

where C(HiF̄) is the maximum mutual information for given
channel matrix HiF̄.

We make comparisons between the mixed-CSI-based hybrid
precoding under finite-alphabet (FA) inputs and three interest-
ing scenarios, namely the optimal unconstrained precoder with
FA inputs [20], the instantaneous-CSI-based hybrid precoding
under FA inputs, and the instantaneous-CSI-based hybrid
precoding under Gaussian inputs [15]. All hybrid precoding
algorithms are designed for the dynamic subarray structure.
The instantaneous-CSI-based hybrid precoding with FA inputs
first solve the following dynamic subarray problem

maximize
F̄∈F ,{Sj}∈S

tr
(
F̄HHHHF̄

)
. (63)

Note that problem (63) has the same mathematical structure
with problem (22), thus we can solve it using Algorithm 1.
Then we design analog and digital precoders by maximizing
the mutual information with given partition of subsets, i.e., we
solve the following optimization problem

maximize
F̄∈F ,B̄∈B

I(x;y|H) (64)

using the manifold-based gradient ascent algorithm
(Algorithm 2).

Fig. 4 demonstrates the average mutual information versus
SNR for different scenarios. From Fig. 4, we have the follow-
ing remarks:

1) The performance of optimal unconstrained precoders
is the benchmark for any hybrid precoding schemes, and
the proposed hybrid precoding with dynamic subarrays
has about 1dB performance loss compared with the
optimal unconstrained precoder. Therefore, the hybrid
precoding with dynamic subarrays provides a good
tradeoff between performance and complexity.
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2) The performance gap between our proposed mixed-CSI-
based hybrid precoding and the instantaneous-CSI-based
hybrid precoding is very small, while the mixed-CSI-
based hybrid precoding can greatly reduce the complex-
ity of hybrid precoding design and channel estimation.

3) The mixed-CSI-based hybrid precoding with finite-
alphabet inputs can achieve 3.5bps/Hz when SNR =
−17.5dB, while the instantaneous-CSI-based hybrid
precoding under Gaussian inputs requires −7.5dB to
approach the same value. Therefore, our proposed
mixed-CSI-based hybrid precoding has a maximum
10dB gain compared with the instantaneous-CSI-based
hybrid precoding under Gaussian inputs. This is mainly
because hybrid precoders designed under Gaussian
inputs will lead to significant performance loss when
applied to systems employing FA.

D. Example 4: Performance of Statistical-CSI-Based
Hybrid Precoding

In this subsection, we consider a mmWave MIMO system
with Nr = 4, Nt = 64, Nrf = 4 and Ns = 4. The number of
physical propagation paths is set as L = 5. The input signal is
drawn from QPSK modulation. The mean angle of θr satisfies
θ̄r ∼ unif(0, 2π), and the mean angle of θt is set as θ̄t = π

4 .
The realizations of θr and θt are given by

θr = [0.4186, 0.5499, 0.4839, 0.3135, 0.7505]T

θt = [0.9144, 0.7117, 0.7969, 0.8150, 0.6860]T . (65)

We first evaluate the spectral efficiency of the statistical-
CSI-based hybrid precoding with dynamic subarrays. We set
the fully-connected hybrid precoding under statistical CSI
as the benchmark, and then make comparisons between the
statistical-CSI-based hybrid precoding with dynamic subarrays
and statistical-CSI-based hybrid precoding with fixed subar-
rays. All hybrid precoding algorithms are designed for FA
inputs. The fully-connected hybrid precoder under statistical
CSI factorizes the optimal unconstrained precoder into analog
and digital precoders [28], and the optimal unconstrained
precoder can be obtained by maximizing the lower bound
approximation with projected gradient algorithm [33]. The
statistical-CSI-based hybrid precoding with fixed subarrays
utilizes Algorithm 2 to solve problem (44) with the following
given {Sj}:

Sj =
{
(j − 1)q + 1, (j − 1)q + 2, . . . , (j − 1)q + q

}
, ∀j

(66)

where q = Nt
Nrf

. The results in Fig. 5 show that the statistical-
CSI-based hybrid precoding with dynamic subarrays has about
1dB performance gain over the statistical-CSI-based hybrid
precoding with fixed subarrays in the medium and high SNR
regimes.

Then we evaluate the energy efficiency of the statistical-
CSI-based hybrid precoding with dynamic subarrays. Based on
the energy consumption model in [34], the energy efficiency
η is defined as

η =
EHI(x;y|H)

P + NrfPrf + NpsPps
(67)

Fig. 5. Average mutual information versus SNR for mmWave MIMO channel
with Nr = 4, Nt = 64, Nrf = 4, Ns = 4, L = 5.

Fig. 6. Energy efficiency versus SNR for mmWave MIMO channel with
Nr = 4, Nt = 64, Nrf = 4, Ns = 4, L = 5.

where P is the transmit power, Prf is the power consumed
by RF chain, Pps is the power consumed by phase shifter,
Nrf and Nps are the numbers of required RF chains and
phase shifters, respectively. In this paper, we use the practical
values Prf = 250mW [35], Pps = 1mW [36], and P = 1W
(about 30 dBm) in a small cell transmission scenario [37].
Fig. 6 shows the energy efficiency comparison for the fully-
connected hybrid precoding under statistical CSI as well as
the statistical-CSI-based hybrid precoding with dynamic and
fixed subarrays. We observe that our proposed statistical-CSI-
based hybrid precoding with dynamic subarrays outperforms
the fully-connected hybrid precoding under statistical CSI in
the high SNR regime.

VII. CONCLUSION

In this paper, we have considered the partially-connected
hybrid precoding design for millimeter wave (mmWave)
multiple-input multiple-output (MIMO) systems with finite-
alphabet inputs and dynamic subarrays. The analog and dig-
ital precoders are designed using either statistical CSI or
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mixed CSI. To simplify the original problem, we have pro-
posed a low complexity algorithm to design the near-optimal
partition of antennas using statistical CSI. Then a lower bound
and its approximation have been derived for the average
mutual information. The lower bound plus a constant offers a
very accurate approximation to the average mutual informa-
tion, and the computational complexity of the lower bound and
its approximation are a few orders of magnitudes less than that
of the average mutual information. Furthermore, a manifold-
based gradient ascent algorithm has been proposed to find
optimal analog and digital precoders via maximizing the
lower bound approximation of the average mutual information.
Several numerical results have also been provided to show that
our proposed algorithm outperforms existing hybrid precoding
algorithms.

APPENDIX

Proof of Proposition 1: We start with the necessary
condition, i.e., if F is a feasible point of problem (28), then
F satisfies (29). Since |Fij | = 1Sj (i), we have |Fij | ∈ {0, 1}.
In addition, the following equations

Nrf⋃

j=1

Sj = {1, 2, . . . , Nt} (68)

Sj ∩ Sk = ∅, ∀j �= k (69)

implies
∑Nt

i=1 ‖Fi•‖0 = Nt and ‖Fi•‖0 ≤ 1, respectively.
Therefore, we have ‖Fi•‖0 = 1. This completes the first part
of the proof.

Next, we prove the sufficient condition, i.e., if F satisfies
(29), then F is a feasible point of problem (28). Let Sj denotes
positions of nonzero entries in the jth column of F. Since
|Fij | ∈ {0, 1}, we can express F as

|Fij | =

{
1 if i ∈ Sj

0 otherwise.
(70)

In addition, since ||Fi•||0 = 1 for i ∈ {1, 2, . . . , nT}, {Sj}
must satisfy

Nrf⋃

j=1

Sj =
{
1, 2, . . . , Nt

}
(71)

Sj ∩ S� = ∅, ∀j �= �. (72)

Therefore, {Sj}nRF
j=1 ∈ S and this completes the proof.

Proof of Proposition 2: Note that log(x) is a concave
function for x > 0. Using Jensen’s inequality, the average
mutual information with finite-alphabet inputs EHI(x;y|H)
can be lower bounded by

EHI(x;y|H)

≥ log K − Nr

(
1

ln 2
− 1

)

− 1
K

K∑

m=1

log
K∑

k=1

EH,n exp
(

−‖emk + n‖2

σ2

)

(73)

where emk = HF̄B̄(xm − xk).

Since n is the i.i.d. complex Gaussian noise, the expectation
over n in (73) can be calculated as

En exp
(

−‖emk + n‖2

σ2

)

=
1

(πσ2)Nr

∫

n

exp
(

−‖emk + n‖2 + ‖n‖2

σ2

)

dn

=
1

(πσ2)Nr

∫

n

Nr∏

i=1

exp
(

−|emk,i + ni|2 + |ni|2
σ2

)

dn

=
Nr∏

i=1

1
πσ2

∫

ni

exp
(

−|emk,i + ni|2 + |ni|2
σ2

)

dni (74)

where emk,i and ni are the ith element of emk and n,
respectively. Applying the integrals of exponential function
and extending it to the complex-valued case, equation (74) is
rewritten as

En exp
(

−‖emk + n‖2

σ2

)

=
Nr∏

i=1

1
2

exp
(

−|emk,i|2
2σ2

)

=
1

2Nr
exp

(

−eH
mkemk

2σ2

)

. (75)

Then we insert emk =
(

NrNt
L

) 1
2 ArΓAH

t F̄B̄(xm − xk) into
equation (75), and it yields

exp
(

−eH
mkemk

2σ2

)

= exp
[−tr

(
ΓWmkΓHAH

r Ar

)]
(76)

where Wmk = NrNt
2σ2L AH

t F̄B̄(xm−xk)(xm−xk)HB̄HF̄HAt.
Since Γ is a diagonal matrix, we have

tr
(
ΓWmkΓHAH

r Ar
)

= dH
[(

AH
r Ar

)T ◦ Wmk

]
d (77)

where d is the diagonal entries of Γ∗. Since the diagonal
entries of Γ are i.i.d. complex Gaussian distributed, d is
an i.i.d. complex Gaussian vector. Then the expectation of
equation (76) over Γ can be expressed as

EΓ exp
[−tr

(
ΓWmkΓHAH

r Ar
)]

= Ed exp
[
−dH

(
AH

r Ar
)T ◦Wmkd

]

=
1

πL

∫

d

exp
[
−dH

(
I +

(
AH

r Ar
)T ◦ Wmk

)
d
]
dd

= det
[
I +

(
AH

r Ar
)T ◦ Wmk

]−1

. (78)

The combination of (73), (75), (76) and (78) yields the lower
bound. This completes the proof.

Proof of Proposition 3: Since limNr→∞ AH
r Ar = I, we can

replace AH
r Ar by I. Then L(F̄, B̄) can be approximated as

L(F̄, B̄) ≈ log K − Nr

(
1

ln 2
− 1

)

− 1
K

K∑

m=1

log
K∑

k=1

det
[
I + I ◦ Wmk

]−1

. (79)

Note that I + I ◦ Wmk is a diagonal matrix, with the �th
diagonal element being

[
I + I ◦ Wmk

]

��
= 1 +

NrNt

2σ2L
|βmk�|2 (80)



4002 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 67, NO. 6, JUNE 2019

where βmk� = a(θt,�)HF̄B̄(xm − xk). Combining (79) and
(80) yields the lower bound approximation. This completes
the proof.

Proof of Proposition 4: We first rewrite LA(F̄, B̄) as

LA(F̄, B̄) = log K − Nr

(
1

ln 2
− 1

)

− 1
K

K∑

m=1

× log
K∑

k=1

exp

[

−
L∑

�=1

ln
(

1 +
NrNt

2σ2L
|βmk�|2

)]

.

(81)

Using the chain rule in differentiation, the differential of
ĪA(F̄, B̄) with respect to P̄ = F̄B̄ is

dLA = tr
(
dP̄HG + GHdP̄

)
(82)

where G =
∑L

�=1 a(θt,�)a(θt,�)HF̄B̄E�. Inserting dP̄ =
F̄dB̄ into equation (82), we obtain

dLA =
(
dB̄HF̄HG + GHF̄dB̄

)
. (83)

Since R(ΦΦΦ, B̄) � LA(F̄(ΦΦΦ), B̄), the gradient of R(ΦΦΦ, B̄) with
respect to B̄ is

∇B̄R(ΦΦΦ, B̄) = F̄HG. (84)

Similarly, inserting dP̄ = dF̄B̄ into equation (82),
we obtain

dLA = tr
(
dF̄HGB̄H + B̄GHdF̄

)
. (85)

In addition, since dF̄ij = jF̄ijdΦΦΦij , the differential of F̄ is
given by

dF̄ = jdΦΦΦ ◦ F̄. (86)

Inserting dF̄ = jdΦΦΦ ◦ F̄ into equation (85) and using the
following two equations

R(ΦΦΦ, B̄) � LA(F̄(ΦΦΦ), B̄) (87)

tr [(A ◦ B)C] = tr
[
A(C ◦ BT )

]
(88)

we conclude that

∇ΦΦΦR(ΦΦΦ, B̄) = 2� (GB̄H ◦ F̄∗) . (89)

This completes the proof.
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