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Achieving Global Optimality for Joint Source
and Relay Beamforming Design in

Two-Hop Relay Channels
Hongying Tang, Wen Chen, Senior Member, IEEE, Jun Li, Member, IEEE, and Haibin Wan

Abstract—This paper deals with joint source and relay beam-
forming (BF) design for an amplify-and-forward (AF) multi-
antenna multirelay network. Considering that the channel state
information (CSI) from relays to a destination is imperfect, we aim
to maximize the worst-case received signal-to-noise ratio (SNR).
The associated optimization problem is then solved in two steps.
In the first step, by fixing the source BF vector, a semi-closed-form
solution of the relay BF matrices is obtained, up to a power-
allocation factor. In the second step, the global optimal source BF
vector is obtained based on the polyblock outer approximation
(PA) algorithm. We also propose two low-complexity methods for
obtaining the source BF vector, which differ in their complexity
and performances. The optimal joint source and relay BF solution
obtained by the proposed algorithms serves as the benchmark for
evaluating the existing schemes and the proposed low-complexity
methods. Simulation results show that the proposed robust design
can significantly reduce the sensitivity of the channel uncertainty
to the system performance.

Index Terms—Amplify and forward (AF), beamforming (BF),
global optimal, multiantenna multirelay system.

I. INTRODUCTION

R ELAY communications can extend the coverage of a
wireless network and improve the spatial diversity of

cooperative systems. There are several cooperative schemes
being widely used, e.g., the amplify-and-forward (AF) scheme,
the decode-and-forward scheme [1], the filter-and-forward
[2]–[4] scheme, etc. Among them, the AF scheme is the sim-
plest scheme, and it has been efficiently used to exploit the
benefit of relaying in the two-hop relay channels [5]–[14], the

Manuscript received February 5, 2013; revised December 25, 2013 and
February 17, 2014; accepted March 8, 2014. Date of publication March 12,
2014; date of current version November 6, 2014. This work was supported
in part by the National Basic Research Program (973 Program) under Project
2012CB316106, by the National Natural Science Foundation of China under
Grant 61161130529 and Grant 61328101, by the Science and Technology
Commission of Shanghai Municipality through the Science and Technology
Innovation Program under Grant 13510711200, and by the Southeast University
National Key Laboratory on Mobile Communications under Grant 2013D11.
The review of this paper was coordinated by Dr. N.-D. Dao.

H. Tang and W. Chen are with the Department of Electronic Engineering,
Shanghai Jiaotong University, Shanghai 200240, China (e-mail: lojordan@
sjtu.edu.cn; wenchen@sjtu.edu.cn).

J. Li is with the School of Electrical and Information Engineering, University
of Sydney, Sydney, N.S.W. 2006, Australia (e-mail: jun.li@sydney.edu.au).

H. Wan is the College of Computer Science and Electronic Information,
Guangxi University, Nanning 530004, China (e-mail: hbwan@gxu.edu.cn).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TVT.2014.2311472

multiple-access relay channels [15], and the two-way relay
channels [2], [3], [16]–[21].

Performing transmit beamforming (BF) at the source and
relays can achieve a higher data rate [16], [17]. In particu-
lar, AF-BF was considered in [7]–[21]. By maximizing the
received SNR, Jing and Jafarkhani [7] gave the analytical
solution of the BF design in a single-source and multiple-
single-antenna-relay network. Khoshnevis et al. [8] considered
a multiantenna-source and single-multiantenna-relay network,
and gave closed-form solutions for both the source BF vector
and the relay BF matrix. By relaxing the single-antenna-
source and single-relay assumption, Liang and Schober [9]
considered the more general case of a multiantenna-source and
multiple-multiantenna-relay network and gave a closed-form
solution of the relay BF matrices and a suboptimal solution for
the source BF vector.

These studies are all based on the perfect channel state
information (CSI) assumption. However, in a practical system,
perfect CSI is usually hard to obtain, thus reducing the effi-
ciency of BF design. Therefore, robust design taking imper-
fect CSI into account has attracted much attention [10]–[14],
[16]–[21]. In [10] and [11], a robust distributed BF design in
a wireless relay network was considered by minimizing the
total relay transmit power and maximizing the received SNR,
respectively. In [12], a closed-form solution was obtained for
a single-antenna source–destination pair and a multiantenna
relay network, and it was discovered that the robust design
has a consistent form than a nonrobust design. For the more
general work in [14], where the source and the destination are
equipped with multiple antennas, it was proven that the robust
relay optimization leads to a channel-diagonalizing structure,
and a closed-form solution was proposed. Robust design in
a two-way relay system were also studied in [18]–[21], on
the maximization of SNR criteria, the MMSE criteria, and the
minimization of transmit power criteria, respectively.

In this paper, we consider the AF relay networks with
one multiantenna source, multiple multiantenna relays, and a
single-antenna destination and address the joint BF design of
a source and relays under imperfect CSI cases. Joint source
and relay BF design has been fully investigated in the two-way
relay model in both perfect and imperfect CSI cases [19], [20].
For the two-hop relay networks, however, this problem has not
been well solved until now. Even in the perfect CSI case, only a
suboptimal solution has been provided for the source BF vector
[9]. In the robust case, the situation when the source or the
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relays are equipped with a single antenna has been discussed
[11], [12], and the robust relay precoders based on the MMSE
receiver and the regularized zero-forcing precoding, without
taking into account the effect of the source BF vector, has been
investigated [13]. Considering the fact that a practical network
may involve a multiantenna source and multiple relays, it is
necessary to investigate the joint source and relay BF for these
general networks.

The main contributions of this paper are as follows.

1) Considering imperfect CSI of the second hop at re-
lays, for a given source BF vector, we derive a semi-
closed-form expression of the relay BF matrices, up to a
scalar power-allocation factor. Next, we obtain the power-
allocation factor through iteration between a Dinkelbach-
based approach and a second-order cone programming
(SOCP) problem.

2) To derive the optimal source BF vector, we transform
the original problem into a monotonic problem, which
allows us to apply the polyblock outer approximation
(PA) algorithm to solve the problem. This PA-based algo-
rithm mainly serves as a benchmark for the performance
evaluation, both in the perfect CSI case and the robust
case.

3) To further reduce the computational complexity, two low-
complexity methods are proposed, which differ in their
complexity and performances. Simulation results show
that the proposed robust design can significantly reduce
the sensitivity of the channel uncertainty to the system
performance.

This paper is organized as follows. Section II introduces
the system model of the multiantenna multirelay channel and
gives the problem formulation. In Section III, we give the semi-
closed form for the relay BF design under a fixed-source BF
vector, up to a power-allocation factor, and then propose a
Dinkelbach-based algorithm for determining the corresponding
power-allocation factor. In Section IV, the global optimal and
suboptimal source BF vectors are obtained. Finally, Section VI
provides numerical examples to validate the proposed
algorithms.

In this paper, [·]∗, [·]T , and [·]H denote the conjugate, trans-
pose, and conjugate transpose of a matrix or a vector, respec-
tively. RN and CN denote the N -dimensional real field and
complex field, respectively. ei denotes a zero vector, except that
the ith element is one. 0N and IN denote the N -dimensional
zero vector and the identity matrix, respectively. We will use
boldface lowercase letters to denote column vectors and bold-
face uppercase letters to denote matrices. ‖x‖2 and ‖x‖1 denote
the Euclidean norm and the absolute sum of vector x, respec-
tively. vec(X) stacks the columns of matrix X into a vector.

|x| Δ
= [|x1|, . . . , |xN |]T , and |x|2 Δ

= [|x1|2, . . . , |xN |2]T . The
positive semi-definite matrix X is denoted X � 0. For x =
[x1, . . . , xN ]T , y = [y1, . . . , yN ]T ∈ RN , and x ≥ y means
xi ≥ yi for i = 1 . . . N . The tr(·) is the trace of a matrix.
diag[x1, . . . , xN ] denotes a diagonal matrix with the diagonal
entries x1, . . . , xN . v⊥ and v‖ denote the unit vectors parallel
and perpendicular to v, respectively. υ(X) denotes the normal-
ized principal eigenvector of X.

Fig. 1. Two-hop multiantenna multirelay network.

II. PROBLEM STATEMENT

A. System Model

Consider a two-hop AF multiantenna multirelay network,
as shown in Fig. 1. The relays process the signals received
from the source by using linear operations and then forward
the processed signals to the destination. We assume that the
source and relay i have NT and Mi antennas, for 1 ≤ i ≤ R,
respectively, and the destination only has a single antenna. Note
that the direct link between the source and the destination is
not taken into account due to large-scale fading. The signal
transmission is completed through two hops. In the first hop,
the source transmits the NT -dimensional vector

x = gd

where g ∈ CNT denotes the BF vector at the source, and d is
the transmitted symbol with variance σ2

d = E{|d|2} = 1. The
signal received by the relay i, 1 ≤ i ≤ R is given by

qi = Hix+ ni

where Hi ∈ CMi×NT denotes the first-hop channel from the
source to the ith relay, and ni ∈ CMi denotes the additive white
Gaussian noise (AWGN) vector with the covariance matrix
σ2
RIMi

at relay i. By the AF strategy, the signal forwarded by
relay i is

si = Biqi

where Bi ∈ CMi×Mi is the linear precoding matrix of relay
i. The received signal at the destination node can be thus
expressed as

r =

R∑
i=1

fTi si + nD

=

R∑
i=1

fTi BiHigd+

R∑
i=1

fTi Bini + nD

where fi denotes the channel from relay i to the destination, and
nD is the AWGN observed at the destination with variance σ2

D.
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B. Channel Uncertainty

In a practical wireless communication scenario, perfect CSI
is usually difficult to obtain. With only imperfect CSI, the
system performance will be deteriorated. This motivates us to
investigate the robust design, taking the CSI errors into account.
As will be verified in the simulations, our proposed robust
scheme will significantly reduce the sensitivity of the system
to uncertain CSI.

In this paper, we assume that the uncertainty of the first-hop
channel at the source is negligible, and we model the CSI in the
second hop at relays to be imperfect; more specifically

fi = f̃i +	fi (1)

where f̃i is the available CSI known at the ith relay, and 	fi
is the corresponding CSI error vector. Under the circumstance
when the source (e.g., a base station) and the relays are con-
sidered fixed, and the destination is moving (e.g., a mobile
terminal), the channel statistics of the two hops are different.
The first hop is undergoing a slow-fading channel, whereas the
second-hop channel may be fast fading due to the mobility of
the destination. Then, the CSI feedback from the destination
to the relays are usually outdated, and the channel uncertainty
must be considered. In [22], this model was also used to exploit
the situation when the relays are located closer to the source
than to the destination, where this assumption is reasonable
because of the high signal quality between the source and the
relays.

Many existing studies [11], [18], [23] assume that the CSI
error is bounded in a bundled manner, i.e., ‖	f‖2 ≤ ε for some

small ε > 0, where 	f
Δ
= [	fT1 , . . . ,	fTR ]T . However, this

model is very conservative as the channel between each relay
node and the destination experiences independent distribution.
In this paper, we adopt a more practical model, assuming
that the CSI error vectors are estimated independently, i.e.,
‖	fi‖2 ≤ εi, for some small εi > 0. We rewrite it as 	f ∈ A,
where

A Δ
=

{
a|a =

[
aT1 , . . . ,a

T
R

]T
, ‖ai‖2 ≤ εi; ai ∈ CMi

}
. (2)

We also assume in this paper that the uncertainty error bound is
not too large, i.e., εi ≤ ‖f̃i‖2, which is reasonable since a large
error bound would lead to the instability of the system, and any
BF design becomes trivial. In this error model, one cannot use
the S-lemma to transform the infinitely many constraints of the
error vector into a linear matrix inequality [11], [18] as it will
degrade into a conservative approach [25]. By contrast, we will
use an alternative approach based on the idea of real-valued
implementation proposed in [26] and prove in Section III-B that
only finite realizations of the channel can act as the worst-case
channel, thus making the optimization problem tractable again.

C. Problem Formulation

By maximizing the worst-case received SNR over the chan-
nel uncertainty region under individual power constraints at
the relays and the source, the problem of jointly optimizing

the source BF and the relay BF can be mathematically formu-
lated as

max
{Bi}Ri=1

,g
min
	f∈A

∣∣∣∑R
i=1 f

T
i BiHig

∣∣∣2
σ2
D + σ2

R

∑R
i=1

∥∥fTi Bi

∥∥2
2

(3a)

s.t. ‖BiHig‖22 + σ2
Rtr

(
BH

i Bi

)
≤ Pi ∀ i (3b)

‖g‖22 ≤ Ps (3c)

where Ps is the maximum power at the source, and Pi is
the maximum power at relay i. In Section III, we first fix the
source BF vector g and then derive a semi-closed form of the
optimal relay BF matrices up to a real-valued power-allocation
factor, which can be determined by an SOCP problem. Then,
in Section IV, we propose a global optimal algorithm and two
suboptimal algorithms to determine g.

III. OPTIMAL BEAMFOMING MATRICES AT RELAYS

By fixing the source BF vector g and taking into account the
CSI error model (1) and (2), problem (3) becomes

max
{Bi}Ri=1

min
	f∈A

∣∣∣∑R
i=1(f̃i +	fi)

TBiui

∣∣∣2
σ2
D + σ2

R

∑R
i=1

∥∥∥(f̃i +	fi)TBi

∥∥∥2
2

(4a)

s.t. ‖Biui‖22 + σ2
Rtr

(
BH

i Bi

)
≤ Pi ∀ i (4b)

where we defined ui
Δ
= Hig for convenience. In Section III-A,

we will first introduce the related work of problem (4). By
fixing the source BF vector g, a semi-closed-form of Bi is
given in Section III-B, up to a power-allocation factor. Then, in
Section III-C, the optimal power-allocation factor is determined
via a Dinkelbach-based algorithm.

A. Related Work

Problem (4) has been discussed in [23], where the problem
in the multipoint-to-multipoint setting was considered. By vec-
torizing all Bi and stacking them to form a column vector as

bL
Δ
=

[
vec(B1)

T , . . . , vec(BR)
T
]T ∈ C

∑R

i=1
M2

i

and after some tedious manipulations, (4) can be transformed
into a semi-definite programming (SDP) problem with variable

B
Δ
= bLb

H
L ∈ C

(
∑R

i=1
M2

i )×(
∑R

i=1
M2

i ). Obviously, this leads
to prohibitively computational complexity. In addition, in some
cases, the optimal B obtained by the SDP solver may not be of
rank one, thus leading to suboptimal bL. Furthermore, the result
in [23] is numerical and can provide no insight into the structure
of the optimal relay BF matrices. Therefore, it is necessary to
reinvestigate problem (4).

Recently, a closed-form solution of (4), when R = 1, is
derived in [12]. Adopting the saddle point theorem, it has been
proven that the worst-case CSI uncertainty can be uniquely
determined. Additionally, it has been shown that the robust
relay BF matrix has a consistent form as that in the perfect CSI
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case. However, when the multiple relay channel is considered,
the analysis becomes much more difficult, and the extension of
the saddle-point-based technique is no longer straightforward.
In the following, we will prove that the robust relay BF matrices
in (4) also have a similar form as that in the perfect CSI case,
and the worst-case CSI uncertainty is one of the 2R possible
channel errors (see Theorem 1).

B. Semi-Closed form of Optimal Relay BF Matrices

We first introduce the following result given in [7] and [9]
under perfect CSI assumption; based on this, we show the result
of robust design.

Lemma 1 [9]: With perfect CSI assumption, i.e., Δfi =
0Mi

, the optimal relay BF matrices in (4) are given by

Bi = c�i f̂
∗
i û

H
i (5)

where ûi
Δ
= ui/‖ui‖2, and f̂i

Δ
= fi/‖fi‖2. The real-valued

power-allocation vector c�
Δ
= [c�1, . . . , c

�
R]

T is determined by

c� = arg max
c=[c1,...,cR]

(∑R
i=1 ci‖fi‖2‖ui‖2

)2

σ2
R

∑R
i=1 c

2
i ‖fi‖22 + σ2

D

(6a)

s.t. ci ≤
√

Pi

‖ui‖22 + σ2
R

, 1 ≤ i ≤ R. (6b)

Corollary 1 [7]: Define φi
Δ
= (‖ui‖2

√
1 + ‖ui‖22/‖fi‖2√

Pi), for i = 1, . . . , R. Let π be a permutation of {1, . . . , R}
such that {φπ(i)

}Ri=1 are in descending order. Then, c� in (6) has
the following analytical solution:

c�i = υ
(j0)
i

√
Pi

‖ui‖22 + σ2
R

where

υ
(j)
i

Δ
=

{
1, i = π1, . . . , πj

λjφi, i = πj+1, . . . , πR

λj
Δ
=(1+

∑j
m=1 a

2
πm

/
∑j

m=1 bπm
), aj

Δ
=(‖fj‖2

√
Pj/

√
1+‖uj‖22),

bj
Δ
= (‖fj‖2‖uj‖2

√
Pj/

√
1 + ‖uj‖22), and j0 is the smallest j,

such that λj < φ−1
πj+1

for 1 ≤ j ≤ R.

Define B Δ
={a|a=[a1, . . . , aR]

T , ai=‖f̃i‖2 ± εi}, and fη
Δ
=

[fη1, . . . , fηR]
T . Now, we present the optimal robust relay BF

matrices in Theorem 1.
Theorem 1: The optimal robust relay BF matrices in (4) are

given by

Bi = c�i
ˆ̃
fi
∗
ûH
i (7)

where ˆ̃
f i

Δ
= f̃i/‖f̃i‖2, and the real-valued c� is the optimal

solution to the following problem:

max
c

min
fη∈B

(∑R
i=1 fηici‖ui‖2

)2

σ2
R

∑R
i=1 f

2
ηic

2
i + σ2

D

(8a)

s.t. ci ≤
√

Pi

σ2
R + ‖ui‖22

, 1 ≤ i ≤ R. (8b)

Notice that, in Section II-B, we have assumed that εi ≤
‖f̃i‖2. Thus, any vector fη ∈ B has nonnegative real-valued
elements. From Theorem 1, one can observe that problem (8)
is only optimized over the discrete set B with 2R elements. By
contrast, the original problem (4) is optimized over the continu-
ous region A with infinite channel realizations. This important
step significantly reduces the computational complexity and
turns problem (4) in a more tractable form.

To prove Theorem 1, we first discuss the structure of the
optimal Bi, whose expression is given in the following lemma.

Lemma 2: The optimal Bi in (4) must have the form Bi =

biû
H
i for some bi ∈ CR. Denote f

Δ
= [fT1 , . . . , fTR ]T = [(f̃1 +

	f1)
T , . . . , (f̃R +	fR)

T ]T . Then, (4) becomes

max
bi

min
	f∈A

SNR(bi, f)
Δ
=

∣∣∣∑R
i=1(f̃i +	fi)

Tbi‖ui‖2
∣∣∣2

σ2
R

∑R
i=1 ‖(f̃i +	fi)Tbi‖22 + σ2

D

(9a)

s.t. ‖bi‖2 ≤
√

Pi

σ2
R + ‖ui‖22

. (9b)

Proof: See Appendix A. �
Then, we come to determine the optimal bi. To proceed, we

first discuss a particular case bi = ci
ˆ̃
f i
∗ for some ci ∈ C, as in

the following lemma.

Lemma 3: If bi = ci
ˆ̃
f i
∗ for some ci ∈ C, then the optimal

ci of problem (9) must be real valued and problem (9) can be
transformed into

max
c

min
fη∈B

(∑R
i=1 fηici‖ui‖2

)2

σ2
R

∑R
i=1 f

2
ηic

2
i + σ2

D

(10a)

s.t. ci ≤
√

Pi

σ2
R + ‖ui‖22

, 1 ≤ i ≤ R. (10b)

Proof: See Appendix B. �
Proof of Theorem 1: Denote the optimal solution of (10)

as c�
Δ
= [c�1, . . . , c

�
R] and f �η

Δ
= [f �

η1, . . . , f
�
ηR]

T . In Appendix B,

we have shown that when bi = c�i
ˆ̃
f i
∗, the corresponding worst

channel is f �
Δ
= [f �

η1
ˆ̃
f1
T , . . . , f �

ηR
ˆ̃
fR

T ]T . When we use the term
worst channel, we mean the channel f with the minimum SNR
over fη ∈ B under a fixed c in (10). Hence, we have

min
fη∈B

SNR

(
c�i
ˆ̃
f
∗
i , f

)
= SNR

(
c�i
ˆ̃
f
∗
i , f

�

)
. (11)

Consider the received SNR in (9) with any bi under the
particular channel f �. We can decompose bi ∈ CMi as bi =

ci(f̃
‖
i )

∗ + di(f̃
⊥
i )

∗, where ci, di ∈ C, and
√

|ci|2 + |di|2 =
‖bi‖2. Then, we have

SNR(bi, f
�)

=

∣∣∣∣∑R
i=1 f

�
ηi
ˆ̃
f
T

i

(
ci

(
f̃
‖
i

)∗
+ di

(
f̃⊥i

)∗)
‖ui‖2

∣∣∣∣
2

σ2
R

∑R
i=1

∥∥∥∥f �
ηi
ˆ̃
f
T

i

(
ci

(
f̃
‖
i

)∗
+ di

(
f̃⊥i

)∗)∥∥∥∥
2

2

+ σ2
D
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=

∣∣∣∑R
i=1 f

�
ηici‖ui‖2

∣∣∣2
σ2
R

∑R
i=1 f

�2
ηi |ci|2 + σ2

D

(a)

≤

∣∣∣∑R
i=1 f

�
ηic

�
i‖ui‖2

∣∣∣2
σ2
R

∑R
i=1 f

�2
ηi |c

�
i |2 + σ2

D

= SNR

(
c�i
ˆ̃
f
∗
i , f

�

)
(12)

where (a) is due to the fact that the optimal solution in (10) is
c�. Since f � is only a particular channel, there must be

min
fη∈B

SNR(bi, f) ≤ SNR(bi, f
�). (13)

By combining (11)–(13), we have

min
fη∈B

SNR(bi, f) ≤ SNR(bi, f
�)

(a)

≤ SNR

(
c�i
ˆ̃
f
∗
i , f

�

)
(b)
= min

fη∈B
SNR

(
c�i
ˆ̃
f
∗
i , f

)
(14)

where (a) is due to (12), and (b) is due to (11). Equation (14)

shows that the optimal b�
i = c�i

ˆ̃
f i
∗. With this discussion and by

combining Lemmas 2 and 3, we get the semi-closed form of Bi

as in (7), up to a power-allocation factor c determined by (8). �

C. Dinkelbach-Based Algorithm for Solving the Optimal
Power-Allocation factor c

In Lemma 1, under perfect CSI assumption, c is obtained by
a closed-form solution in Corollary 1. However, in the robust
case, such explicit analytical result is difficult to be derived.
Here, we will present a Dinkelbach-based algorithm for solving
c in (8).

Introducing a slack variable γ, problem (8) can be transferred
into the following equivalent problem:

max
c, γ

γ (15a)

s.t.

(∑R
i=1 fηici‖ui‖2

)2

σ2
R

∑R
i=1 f

2
ηic

2
i + σ2

D

≥ γ, fη ∈ B (15b)

ci ≤
√

Pi

σ2
R + ‖ui‖22

(15c)

which can be solved by checking feasibility for a fixed γ
iteratively. To find the maximum value of γ, the conventional
method is to use the bisection approach [24]: In the κth it-
eration, assume that the optimal value γ lies in the interval
[γ

(κ)
l , γ

(κ)
u ]. Set γ = (γ

(κ)
l + γ

(κ)
u )/2, and solve (15). If this

problem is found to be feasible, update the interval bounds as
γ
(κ+1)
l = γ and γ

(κ+1)
u = γ

(κ)
u ; otherwise, update the interval

bounds as γ
(κ+1)
l = γ

(κ)
l and γ

(κ+1)
u = γ. This iteration is

repeated until some threshold is achieved.

Since (8) is a generalized fractional programming problem,
it can be alternatively solved with the Dinkelbach-based algo-
rithm as in [27] and [28]. Unlike the bisection-based algorithm,
the Dinkelbach-based algorithm does not need to shrink the
interval iteratively. By contrast, it exploits the inherent property
of the factional programming problem and approaches to the
optimal γ from the left side, e.g., γ(κ) ≤ γ. The advantage
of the Dinkelbach-based algorithm lies in the fact that it has
a quotient-superlinear convergence, which is obviously faster
than the linear convergence of the bisection-based algorithm
[28]. Basically, the Dinkelbach-based algorithm aims to solve
a sequence of problem, which is shown in the following, at the
κth iteration:

max
c

min
fη∈B

R∑
i=1

fηici‖ui‖2 −
√

γ(κ)σ2
R

×
R∑
i=1

f2
ηic

2
i −

√
γ(κ)σ2

D (16a)

s.t. ci ≤
√

Pi

σ2
R + ‖ui‖22

. (16b)

By introducing a slack variable τ , problem (16) becomes

max
c,τ

τ (17a)

s.t. min
fη∈B

R∑
i=1

fηici‖ui‖2 −
√

γ(κ)σ2
R

×
R∑
i=1

f2
ηic

2
i −

√
γ(κ)σ2

D ≥ τ (17b)

ci ≤
√

Pi

σ2
R + ‖ui‖22

(17c)

which is obviously equivalent to a SOCP problem, i.e.,

min
c,τ

−τ (18a)

s.t.
R∑
i=1

fηici‖ui‖2 −
√

γ(κ)σ2
R

×
R∑
i=1

f2
ηic

2
i −

√
γ(κ)σ2

D ≥ τ, fη ∈ B (18b)

ci ≤
√

Pi

σ2
R + ‖ui‖22

(18c)

and can be solved in polynomial time by interior point method.
Then, the solution c(κ) from (18) is used to update γ(κ+1), i.e.,

γ(κ+1) = min
fη∈B

(∑R
i=1 fηic

(κ)
i ‖ui‖2

)2

σ2
R

∑R
i=1 f

2
ηic

(κ)2
i + σ2

D

. (19)

When τ = 0, this iteration stops. We summarize the
Dinkelbach-based algorithm in Algorithm I in Table I.
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TABLE I
ALGORITHM I: DINKELBACH-BASED ALGORITHM

FOR DETERMINING THE OPTIMAL c IN (8)

Remark 1: In the perfect CSI case, ci is obtained by
Corollary 1, which can be any value between 0 and its maximal
value. However, as pointed out in [7], there is at least one relay
that uses its full power. The same phenomenon holds true in
the robust case. This can be explained as follows. Suppose that
none of the relays use its full power. Then, there exists a real-
valued χ > 1 defined as

χ
Δ
= min

i∈{1,...,R}

{√
Pi

c�2i (‖ui‖22 + σ2
R)

}
.

It is easy to see that χc�i also satisfies the power constraints in
(10b). However

min
fη∈B

χ2
(∑R

i=1 fηic
�
i‖ui‖2

)2

χ2σ2
R

∑R
i=1 f

2
ηic

�2
i + σ2

D

> min
fη∈B

(∑R
i=1 fηic

�
i‖ui‖2

)2

σ2
R

∑R
i=1 f

2
ηic

�2
i + σ2

D

.

Then, the new coefficient χc�i leads to a higher SNR, which
contradicts to the assumption that c�i is the optimal solution.

IV. OPTIMAL BEAMFORMING VECTOR AT THE SOURCE

By Theorem 1, the optimization variables of problem (4) have
been transformed into c and g. According to Sections III-B
and C, by fixing g, which is the optimal solution of c, and can
be obtained from Algorithm I, i.e., c� = c�(g), the remaining
challenge is to determine the optimal g, which is the solution of

max
g

min
fη∈B

∣∣∣∑R
i=1 fηic

�
i(g)‖ui‖2

∣∣∣2
σ2
R

∑R
i=1 f

2
ηic

�
i(g)

2 + σ2
D

(20a)

s.t. ‖g‖22 ≤ Ps. (20b)

Due to the nonconvex nature of (20), it seems impossible
to derive the optimal solution. Even in the perfect CSI case,
Liang and Schober [9] only propose a suboptimal algorithm
based on the gradient method. However, by exploiting the
hidden monotonic property of problem (20), we propose an
efficient algorithm based on the PA algorithm to determine
the global optimal g. We also find that the global optimal g
is parallel to the principal eigenvector of

∑R
i=1 μiH

H
i Hi, for

some
∑R

i=1 μi ≤ 1, μi ≥ 0, in Section IV-A. Our result covers
the special case discussed in [8] that g =

√
Psυ(H

H
1 H1) when

R = 1.

A. Monotonic Optimization

Let RN
+ be the N -dimensional nonnegative real set. A set

H ⊂ RN
+ is called normal if, for any point x ∈ H, any point x′

with 0 ≤ x′ ≤ x must satisfy x′ ∈ H. An optimization problem
is the monotonic optimization problem if it can be expressed as

max
x

Φ(x) s.t. x ∈ H

where H ⊂ RN
+ is a nonempty normal closed set, and the

function Φ(x) is an increasing function with respect to x ∈ H.
To exploit the monotonic property of problem (20), we define

w
Δ
= [w1, . . . , wR]

T Δ
=

[
‖H1g‖22, . . . , ‖HRg‖22

]T
.

Then, the worst-case SNR becomes a function of the new
variable w, i.e.,

SNR(w)
Δ
= min

fη∈B

∣∣∣∑R
i=1 fηic

�
i(w)

√
wi

∣∣∣2
σ2
R

∑R
i=1 f

2
ηic

�
i(w)2 + σ2

D

(21)

where c�i(w) is the optimal solution of the following problem
for given w:

max
c

min
fη∈B

(∑R
i=1 fηici

√
wi

)2

σ2
R

∑R
i=1 f

2
ηic

2
i + σ2

D

(22a)

s.t. ci ≤
√

Pi

σ2
R + wi

. (22b)

Denote

U Δ
=

{
w|w =

[
tr
(
HT

1 H1G
)
, . . .

tr
(
HT

RHRG
)]T

, G � 0, tr(G) ≤ Ps

}
.

Then, we have the following proposition.
Proposition 1: Problem (20) is equivalent to the following

monotonic optimization problem:

max
w

SNR(w) s.t. w ∈ U (23)

where the optimal w of (23) must be on the Pareto boundary1

of U , and the associated G must be of rank one.
Proof: See Appendix C. �

Suppose that G� is associated with the optimal w of (23). Ac-
cording to Proposition 1, G� must be of rank one. By eigenvalue
decomposition G� = g�g�H , we can obtain g�. Specifically,
the structure of the global optimum g� can be derived in
Corollary 2 by following a similar argument as that in [32].

Corollary 2: The global optimal g has the following
structure:

g =
√

Psυ

(
R∑
i=1

μiH
H
i Hi

)
, μ

Δ
= [μ1, . . . , μR] ∈ V

1x is called the Pareto boundary (or Pareto optimal) of a region H if there is
no other vector x′ ∈ H such that x′ > x.
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where

V Δ
=

{
μ|

R∑
i=1

μi = 1, μi ≥ 0

}
.

Remark 2: According to Corollary 2, by implementing the
grid search in V , one can asymptotically achieve the optimal
SNR if the grid is sufficiently fine. By setting the search step
as 0.01, one has to compare 100 points for R = 2. When
R = 3, 4, 5, this number rises to 5000, 250 000, and 12 500 000,
respectively. It can be seen that the complexity of this grid
search increases with R rapidly. Hence, in the following, we
will propose an efficient PA-based algorithm for solving the
optimal w by taking advantage of the monotonic property
of (23).

Remark 3: It is worth pointing out that, for some spe-
cial cases, the optimal source BF vector g has following
expressions.

• Case 1: If NT = 1, then g =
√
Ps.

• Case 2: If R = 1, then g =
√
Psυ(H

H
1 H1).

• Case 3: If M1 = M2 = 1, then g =
√
PS sin θ(Πh2

h1/
‖Πh2

h1‖2) +
√
PS cos θ(Π⊥

h2
h1/‖Π⊥

h2
h1‖2), where θ ∈

[0, (π/2)] and can be obtained by 1-D search, Πx
Δ
=

x(xHx)−1xH is the orthogonal projection onto the col-

umn space of x, and Π⊥
x

Δ
= I−Πx is the orthogonal

projection onto the orthogonal complement of the column
space of x.

B. Polyblock Outer Approximation Algorithm

In the literature, two general algorithms are widely used
for solving monotonic problems: the PA algorithm from [29]
and the branch–reduce–bound (BRB) algorithm from [30] and
[31]. Here, we will briefly introduce the PA algorithm and then
propose a PA-based algorithm to solve the optimal w in (23),
which automatically results in the solution of global optimal
source BF vector g. Performance comparison between the PA
and BRB algorithms will be given in our simulation part (see
[29] and [31] for more details on the PA algorithm).

A set P is called a polyblock if it is the union of a finite
number of boxes.2 The main idea of PA is to approximate U
by constructing a sequence of polyblocks P(κ) with increasing
accuracy. At each iteration, a refined outer approximation P(κ)

of U is generated, such that P(1) ⊃ P(2) ⊃ · · · ⊃ U . Let Z(κ)

denote the set containing all the vertices of the polyblock
P(κ). Since the optimal w must be on the Pareto boundary
of U , we will try to find that point in a shrinking search
region. The vertex that achieves the maximum SNR in Z(κ)

is defined by z̃(κ), i.e., z̃(κ) = argmaxz∈Z(κ) SNR(z), which
is chosen for determining the next Pareto boundary point on
U . Define λz̃(κ) as the line that connects the points 0 and

z̃(κ)
Δ
= [z̃

(κ)
1 , . . . , z̃

(κ)
NT

]T . Then, the next feasible point w(κ) Δ
=

[w
(κ)
1 , . . . , w

(κ)
NT

]T is computed as the intersection point on the

2For given b ∈ R
NT
+ , the set of all x such that 0 ≤ x ≤ b is called a box

with vertex b.

Pareto boundary of U with the line λz̃(κ). The following method
is used to generate NT new vertices adjacent to z̃(κ):

z(κ), i = z̃(κ) −
(
z̃
(κ)
i − w

(κ)
i

)
ei, i = 1, . . . , NT (24)

where z(κ), i denotes the ith new vertex generated at the κth
iteration. Then, the new vertex set can be expressed as

Z(κ+1) =
(
Z(κ) \ z̃(κ)

)
∪
{
z(κ),1, . . . , z(κ),NT

}
. (25)

Each vertex z ∈ Z(κ+1) defines a box; thus, the new polyblock
P(κ+1) is the union of all these boxes. The upper and lower
bounds are refined as follows. The current upper bound is
f
(κ+1)
max = maxz∈Z(κ+1) SNR(z), and the current lower bound

is the maximum SNR among all the feasible points found so far:
f
(κ+1)
min = maxκ SNR(w(κ)). The algorithm terminates when

the gap between f
(κ+1)
min and f

(κ+1)
max meets some threshold. The

optimal w is the feasible point w(κ) that achieves f (κ+1)
min .

Now, the only remaining problem is how to determine the in-
tersection point w(κ), which will be addressed in the following.

C. Finding Intersection Points by the Rate Profile Approach

Here, we show how to determine the intersection point w(κ)

on the Pareto boundary of U with the line λz̃(κ) to apply PA
Algorithm. To proceed, we first introduce the following lemma,
which is important for obtaining w(κ).

Lemma 4: For any w on the Pareto boundary of U , the
corresponding G satisfies tr(G) = Ps.

Proof: Suppose that

w� Δ
=

[
tr
(
HH

1 H1G
�
)
, . . . , tr

(
HH

RHRG
�
)]T

is on the Pareto boundary of U . If tr(G�) < Ps, we can
scale G� to G′ such that G′ = βG� for some β > 1,

and tr(G�) < tr(G′) ≤ Ps. Then, w′ Δ
= [tr(HH

1 H1G
′), . . . ,

tr(HH
RHRG

′)]T > w�, which contradicts to the assumption
that w� is on the Pareto boundary of U . Therefore, we have
tr(G�) = Ps. �

Lemma 4 states that any Pareto boundary point w ∈ U must
have its corresponding G satisfying tr(G) = Ps. As shown
in Fig. 2, any point w ∈ U corresponds to a profile vector

ω
Δ
= [ω1, . . . , ωR] = w/‖w‖1 or, equivalently, the slope of

the line λz̃(κ). Consequently, the intersection point w(κ) can
be expressed as ωQ�, where Q� is the optimal value of the
following problem:

max
G,Q

Q (26a)

s.t. tr
(
HH

i HiG
)
= ωiQ, i = 1, . . . , R (26b)

tr(G) = Ps (26c)

G � 0. (26d)

The above approach to find w(κ) is known as rate profile [29].
Equation (26) is an SDP problem and can be efficiently

solved using the MATLAB tool package such as CVX [33].
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Fig. 2. Example of U when R = 2. The Pareto boundary is only a part

of the boundary of U . Two end points Ai are determined by GAi

Δ
=

argmaxtr(G)=Ps
tr(HH

i HiG) = Psυ(HH
i Hi)[υ(H

H
i Hi)]

H , for i =

1, 2. Then, point Ai = (Ps‖H1υ(HH
i Hi)‖22, Ps‖H2υ(HH

i Hi)‖22). The
dashed line uniquely determines the ratio ω between each element of the
intersection point w and its 1-norm ‖w‖1.

TABLE II
ALGORITHM II: PA-BASED ALGORITHM FOR

DETERMINING THE OPTIMAL g

Denote the optimal solution asG(κ). According to Proposition 1,
G(κ) must be of rank one. Then, the intersection point w(κ) =
[tr(HH

1 H1G
(κ)), . . . , tr(HH

RHRG
(κ))]T , and the correspond-

ing g(κ) is obtained by eigenvalue decomposition of G(κ) as
G(κ) = g(κ)g(κ)H .

Remark 4: It should be mentioned that we adopted a differ-
ent approach compared with [29] for determining the feasible
point w(κ). In [29], the solution involves iterations between a
bisection algorithm and an SDP problem. This paper, however,
presents direct approach for obtaining w(κ), hence bypassing
any bisection approach.

D. Overall Algorithm for Determining Global Optimal g

The PA-based algorithm for solving (20) is summarized as
Algorithm II in Table II.

E. Low-Complexity Suboptimal Methods for Determining g

The optimal solution obtained from Algorithm II is of high
complexity. In practice, it can be observed that computing
the global optimal solution is practically feasible for a small
number of relays. Thus, we treat Algorithm II mainly as a
benchmark for performance evaluation. For practical imple-
mentation, here, we propose two low-complexity suboptimal
methods for determining the source BF vector g, which pro-
vides a tradeoff between the computational complexity and the
system performance.

1) Robust Gradient Method: The first method applies the
gradient method in [9, Tab. I] with gradḡ determined by the
following gradient estimate:

gradḡ =
1
2δ

[(SNR(ḡ + δe1)− SNR(ḡ − δe1)) , . . .

(SNR (ḡ + δe2NT
)− SNR (ḡ − δe2NT

))]T (27)

where ḡ
Δ
= [Re{g}T , Im{g}T ]T , δ is a small positive constant,

and the SNR in (27) is expressed as a function of ḡ. Note
that our gradient estimate in (27) is different from that in [9],
where they compute it in an analytical form for each ḡ. By
comparison, for evaluating the gradient estimate in (27), it has
to apply Algorithm I for all 4NT vectors ḡk ± δei, 1 ≤ i ≤
2NT . As will be shown in Section VI, this method preserves
the optimality to some extent.

2) Simplified Robust Method: In this method, We choose g
as the nonrobust solution in [9] and the power-allocation factor
c as the solution of (22) for given g. Since this method utilizes
Algorithm I only once, it is far less complex than the robust
gradient method. However, as verified in Section VI, it shows a
near-optimal performance.

V. IMPLEMENTATION ISSUES AND COMPLEXITY

Here, we discuss implementation issues and computational
complexity for the proposed algorithms. For computing the
source BF vector g, the source needs the CSI Hi of the first
hops and the available channel magnitudes ‖f̃i‖2 of the second
hops, which can be fed back by each relay. After computing
g and the real-valued optimal power-allocation factor c� at the
source, they will be broadcast to each relay node. For deter-
mining the relay BF matrices, each relay node only requires the
local CSI and the g and c�i from the source.

In Algorithm I, one only needs to determine a vector with
R real variables ci rather than R matrices Bi ∈ CMi×Mi

in the conventional method [23]. According to [36], the
design complexity of solving the SOCP problem (18) can
be approximated as O((2R)(3/2)R3 log(1/θ)), given solution
accuracy θ > 0. Hence, the complexity of Algorithm I is
O((2R)(3/2)R3 log(1/θ)) times the number of iterations. By
contrast, using the method in [23], the complexity of the SDP
solver is O((N2(N2 + 1)/2)3 log(1/θ)) with N =

∑R
i=1 M

2
i

t times the number of iterations, which is fairly high. As
shown earlier, our complexity of the SOCP problem in each
iteration is much lower than that in [23]. In Section VI, we will
further show that the iteration number by the Dinkelbach-based
algorithm is less than the bisection-based algorithm in [23].
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The major computing step of Algorithm II in iteration κ
is solving problem (26) for determining w(κ) and comput-
ing NT + 1 worst-case SNR(z), including the intersection
point w(κ) and NT new vertices. According to [34], the com-
plexity of solving SDP problem (26) can be approximated
as O(max(NT , R+ 1)4

√
NT log(1/θ)). Notice that, in the

perfect CSI case, SNR(z) is directly obtained by Lemma 1
and Corollary 1; in the robust case, SNR(z) is obtained by
Algorithm I in Section III-C. Section VI shows the average
iteration time of Algorithms I and II.

VI. SIMULATIONS AND DISCUSSION

Here, we provide numerical results to validate the proposed
algorithms in this paper, using the numerical convex optimiza-
tion solver CVX [33]. First, the convergence of Algorithms I
and II is illustrated, compared with the bisection approach
and the BRB algorithm, respectively. Then, the performance
evaluation of our robust design is addressed.

The channel fading is modeled as Rayleigh fading, and
each channel entry satisfies the complex normal distribution
CN (0, 1). The noise at each node is assumed zero-mean
unit variance complex Gaussian random variables. We set
the power consumed at the source as 10 dB. In our simula-
tions, we set εi as ε2i = ρ‖f̃i‖22 with ρ ∈ [0, 1). The larger ρ
is, the poorer CSI quality will be. We also set the conver-
gence thresholds of Algorithms I and II, respectively, as δ1 =
0.01, and δ2 = 0.1. All results are averaged over 100 channel
realizations.

The following benchmarks are compared through simula-
tions here. Perfect optimal method is obtained by our proposed
method in Section IV under perfect CSI assumption. Perfect
gradient method is obtained by the gradient method in [9]
under perfect CSI assumption. The robust optimal method is
the robust optimal design method proposed in Algorithm II.
The robust gradient method and simplified robust method are
proposed in Section IV-E. The nonrobust method was proposed
in [9] using imperfect CSI.

A. Convergence Evaluation

First, we study the convergence performance of Algorithm I.
Fig. 3 shows the average iteration time of Algorithm I and the
bisection approach to achieve the predefined accuracy δ1 for
R ∈ {2, 4, 6}. The initial upper bound γ

(0)
u and lower bound

γ
(0)
l of the bisection approach are specified as the worst-case

received SNR of the perfect optimal method and that of the non-
robust method, respectively. It can be observed that Algorithm I
takes less than half iteration numbers of the bisection approach
for most of the SNR regime. Thus, Algorithm I is more efficient.

Then, we evaluate the convergence behavior of Algorithm II
and the BRB-based algorithm in [30]. We set (NT , M1, M2) =
(2, 2, 2) and fix the relay power as 30 dB. Fig. 4 shows
the average iteration numbers to achieve the certain accuracy
levels both in the perfect case and in the robust case, where
we set ρ = 0.3. The accuracy of the lower and upper bounds
are defined as (fmin − fopt)/fopt and (fmax − fopt)/fopt, re-
spectively, where fopt is the optimal value of the worst-case

Fig. 3. Average iteration time comparison for Algorithm I and the bisection
approach.

Fig. 4. Relative error of lower and upper bounds on the SNR value versus the
number of iteration.

SNR. It can be seen that both algorithms quickly achieve the
optimal solutions, but more iterations of the BRB algorithm
are needed to achieve certain accuracy. Thus, we claim that,
in our problem, Algorithm II is more efficient than the BRB-
based algorithm. Notice that the convergence performance of
the BRB and PA algorithms is also illustrated in [30] and
[31], showing that different algorithms are superior in different
scenarios.

Another observation in Fig. 4 is that ,in the robust case, both
Algorithm II and BRB algorithm converges more quickly than
that in the perfect case. This phenomenon is further shown
in Fig. 5, which compares the lower and upper bounds of
the proposed PA algorithm under different ρ assumption. It
is shown that larger ρ leads to a smaller gap between the
upper bound and the lower bound in each iteration. This can
be explained as the maximum value over the vertices of the
polyblock P(κ) is lower for larger ρ.
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Fig. 5. Relative error of lower and upper bounds on the SNR value versus the
number of iterations for different ρ.

Fig. 6. Average worst-case SNR versus different relay power levels in differ-
ent error bound cases.

B. Performance Comparison With the Existing Schemes

We now compare our robust BF design with some ex-
isting schemes. The parameters are set as (NT , M1, M2) =
(2, 2, 2). Fig. 6 shows the average worst-case received SNR
versus individual relay power. Simulations reveal that the non-
robust method will cause increasing performance loss with the
increment of channel uncertainty, compared with the perfect
CSI case. Even when the relay power is very large, this loss
cannot be compensated. It can be observed that, when the relay
power is 40 dB and the channel uncertainty ratio ρ = 0.5, this
performance degradation is about 2.5 dB. On the other hand,
the robust design can improve the performance for any channel
uncertainty ratio. Although the gradient method only achieves
local optimality in theory, it behaves well in our simulations
and has a close-to-optimal performance in both the perfect
and the robust cases. It is also shown in Fig. 6 that, as a
simple yet efficient method, the simplified robust method has a

Fig. 7. Average worst-case SNR versus different relay power levels with
different numbers of transmit antennas.

Fig. 8. Average worst-case SNR versus different relay power levels with
different relay numbers and different relay antennas.

near optimal performance, which greatly facilitates the practical
application of the robust design.

C. Performance Evaluation With Different
Network Configurations

We investigate the impact of different network configura-
tions. We set ρ = 0.3, R = 3, and Mi = 3 for i = 1, 2, 3. One
can see that increasing the source antennas NT from 1 to 3
brings the most benefit to the system, and the SNR improves
to 2.3 dB when the relay power is 40 dB. However, the
improvement is not so apparent if the source antenna number
further increases to 5, where the SNR only improves to 0.7 dB.
The results in Fig. 7 indicate that small increment of the source
antenna number can greatly improve the system performance.

Fig. 8 compares the average worst-case SNR versus the
individual relay power by the proposed robust design in [11]
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and [12]. Here, we assume NT = 1, since the method in [11]
and [12] cannot be applied to the general case NT ≥ 2. The
channel uncertainty parameter ρ is set to be 0.3. When we
consider the network with R = 4 relays, we consider the cases
Mi = 1, 3, 5, respectively, for i = 1, 2, 3, 4. The Mi = 1 case
corresponds to the method proposed in [11]. In Fig. 8, when
the antenna number at each relay increases from 1 to 3, the
average worst-case SNR increases to 5.5 dB. By contrast, when
this number further increases to 5, the average worst-case SNR
increases to 2 dB. We then investigate the impact of the relay
number in the system. Here, we assume that each relay is
equipped with two antennas. The R = 1 curve corresponds to
the method used in [12]. Similar result can be observed when
we vary the relay number from 1 to 3, where the SNR increases
to about 4.1 dB. If we further increase the relay number to 5,
the SNR increases to about 0.7 dB. Fig. 8 shows that increasing
the relay number and relay antenna number are both beneficial.
Moreover, one can greatly improve the system performance by
slightly increasing the relay number or relay antenna number,
which validated the importance of this paper.

VII. CONCLUSION

In this paper, we have considered a multiantenna multirelay
channel with one source and one destination. Assuming that
the relay only amplifies and forwards its received signals,
we present a global optimal BF design in the robust case.
To maximize the worst-case received SNR, we aim to jointly
design the BF matrices at the source and the relays under
individual power constraints at the source and the relays. We
give a semi-closed form of the relay BF matrices up to a
power scalar factor. The optimal and suboptimal algorithms
for solving the source BF vector are also proposed. Numerical
results verify the advantage of the proposed algorithm over the
existing methods.

APPENDIX A
PROOF OF LEMMA 2

Suppose that the singular value decomposition of ui is

ui = Ui

[
‖ui‖2
0Mi−1

]
Δ
= UiΣi (28)

where the unitary matrix Ui ∈ CMi×Mi . Then, we can express
the relay BF matrices as

Bi = YiU
H
i (29)

where Yi ∈ CMi×Mi is a matrix to be determined. Upon substi-
tuting (29) and (28) into (4), the max–min SNR problem subject
to the individual power constraints is given by

max
Yi

min
	f∈A

∣∣∣∑R
i=1 f

T
i YiΣi

∣∣∣2
σ2
D + σ2

R

∑R
i=1 f

T
i YiYH

i f ∗i
(30a)

s.t. tr
(
Yi

(
ΣiΣ

H
i + σ2

R

)
YH

i

)
≤ Pi. (30b)

We can further partition Yi as

Yi = [bi Zyi]

where bi ∈ CMi×1, and Zyi ∈ CMi×(Mi−1). Then, we have

YiΣi = [bi Zyi]

[
‖ui‖2
0

]
= ‖ui‖2bi. (31)

Upon substituting (31) into (30), we have the received SNR at
the destination as

SNR =

∣∣∣∑R
i=1 f

T
i bi‖ui‖2

∣∣∣2
σ2
D + σ2

R

∑R
i=1

∥∥fTi Yi

∥∥2
2

=

∣∣∣∑R
i=1 f

T
i bi‖ui‖2

∣∣∣2
σ2
D + σ2

R

∑R
i=1

(∥∥fTi bi

∥∥2
2
+
∥∥fTi Zyi

∥∥2
2

) (32)

and the individual relay power becomes

tr
(
Yi

[
ΣiΣ

H
i + σ2

R

]
YH

i

)
= tr

(
bi

(
‖ui‖22 + σ2

R

)
bH
i

)
+ σ2

Rtr
(
ZyiZ

H
yi

)
=

(
‖ui‖22 + σ2

R

)
‖bi‖22 + σ2

Rtr
(
ZyiZ

H
yi

)
.

From (32), to achieve maximum SNR with respect to Yi, we
must minimize the denominator of SNR by forcing Zyi = 0.
Then, we can express Bi as

Bi = bi(Ui)
H
1 = biû

H
i (33)

where (Ui)1 denotes the first column of Ui. By substituting
(33) into (4), we get (9).

APPENDIX B
PROOF OF LEMMA 3

When bi = ci
ˆ̃
f i
∗, we have Bi = ci

ˆ̃
f i
∗ûH

i by Lemma 2. Then,
the objective function of (4) becomes∣∣∣∣∑R

i=1

(
f̃i + ηif̃

‖
i + τif̃

⊥
i

)T

ci
ˆ̃
f i
∗‖ui‖2

∣∣∣∣
2

σ2
R

∑R
i=1

∥∥∥∥(f̃i + ηif̃
‖
i + τif̃⊥i

)T

ci
ˆ̃
f i∗
∥∥∥∥
2

2

+ σ2
D

=

∣∣∣∑R
i=1

(
‖f̃i‖2 + ηi

)
ci‖ui‖2

∣∣∣2
σ2
R

∑R
i=1

∣∣∣‖f̃i‖2 + ηi

∣∣∣2 |ci|2 + σ2
D

(34)

where we have decomposed 	fi = ηif̃
‖
i + τif̃

⊥
i , with |ηi|2 +

|τi|2 ≤ ε2i and ηi, τi ∈ C. Equation (34) implies that, when

bi = ci
ˆ̃
f i
∗, only ηi affects the minimum value of (34). Then, we

can focus on Δfi = ηif̃
‖
i or fi = (‖f̃i‖2 + ηi)

ˆ̃
f i, with |η|i ≤ εi.

Thus, (4) is equivalent to

max
c

min
|ηi|≤εi

∣∣∣∑R
i=1

(
‖f̃i‖2 + ηi

)
ci‖ui‖2

∣∣∣2
σ2
R

∑R
i=1

∣∣∣‖f̃i‖2 + ηi

∣∣∣2 |ci|2 + σ2
D

(35a)

s.t. |ci| ≤
√

Pi

σ2
R + ‖ui‖22

. (35b)

It is worth noting that, in (35), ηi is a complex value.
We will show in the following that (35) can be transformed
into a problem with real-valued variable ηi, which is further
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limited to ±εi. This paper comes from the idea of real-valued
implementation that has recently been proposed in [26]. Define

fηi
Δ
= ‖f̃i‖2 + ηi

Rs
Δ
=(u� fη)

∗(u� fη)
T

Rn
Δ
=σ2

Rdiag
[
|fη|2

]
where u

Δ
= [‖u1‖2, . . . , ‖uR‖2]T , and the operator � denotes

the point-wise multiplication of two vectors. Then, we can write
the objective of (35) as

SNR =
cHRsc

cHRnc+ σ2
D

. (36)

Note that Rn is a real-valued diagonal matrix, whereas Rs

is in general complex valued. The real-valued implementa-
tion idea [26] aims to transform Rs into a real-valued ma-

trix. First, we can write u� fη = u� |fη| �ϕ, where ϕ
Δ
=

[ejϕ1 , . . . , ejϕR ]T , ejϕi denotes the phase of fηi, and j =
√
−1.

Then, for any complex vector c, one can always decompose

it into c = c̃� ϕ̃, where ϕ̃
Δ
= [e−jϕ1 , . . . , e−jϕR ]T , and c̃ is

determined by element-wise division between c and ϕ̃. By
referring to (36), the objective of (35) is given by

SNR =
(c̃� ϕ̃)H (u� |fη| �ϕ)∗ (u� |fη| �ϕ)T (c̃� ϕ̃)

(c̃�ϕ)HRn(c̃�ϕ) + σ2
D

=
c̃H (u� |fη|)∗ (u� |fη|)T c̃

c̃HRnc̃+ σ2
D

=
c̃HR̄sc̃

c̃HRnc̃+ σ2
D

where R̄s
Δ
= (u� |fη|)∗(u� |fη|)T is a real-valued matrix.

Notice that, for any real-valued R̄s and Rn, by maximizing the
received SNR, the corresponding c̃ must be real valued [11],
[26]. Now, (35) can be rewritten as

max
c̃∈RR

min
|ηi|≤εi

c̃HR̄sc̃

c̃HRnc̃+ σ2
D

(37a)

s.t. |c̃i| ≤
√

Pi

σ2
R + ‖ui‖22

. (37b)

In [26], since ϕ is fixed in their perfect CSI assumption, they
find the optimal solution c̃ in (37) and obtain c by c = c̃� ϕ̃.
In our case, things are a bit different. The value of ϕ̃ is not
important in this problem. From (37), we can see that it is |fη|
rather than ϕ̃ that affects the value of worst-case SNR. For
any given |ηi| ≤ εi, ηi ∈ C, we can find a real-valued |η̃i| ≤
εi, η̃i ∈ R, such that |‖f̃i‖2 + ηi| = |‖f̃i‖2 + η̃i|, as shown in
Fig. 9. Therefore, considering real-valued ηi will not lose the
optimality of (37) or, equivalently, (35). By slight abuse of
notation c instead of c̃, we can transform (35) into

max
c

min
−εi≤ηi≤εi

(∑R
i=1 fηici‖ui‖2

)2

σ2
R

∑R
i=1 f

2
ηic

2
i + σ2

D

(38a)

s.t. ci ≤
√

Pi

σ2
R + ‖ui‖22

. (38b)

Fig. 9. By rotating ‖f̃i‖2 + ηi to the real axis, one can always find a real-
valued η̃i such that |‖f̃i‖2 + ηi| = |‖f̃i‖2 + η̃i|.

Introducing a slack variable γ, problem (38) is transformed into

max
c,γ

γ (39a)

s.t. min
−εi≤ηi≤εi

(∑R
i=1 fηici‖ui‖2

)2

σ2
R

∑R
i=1 f

2
ηic

2
i + σ2

D

≥ γ (39b)

ci ≤
√

Pi

σ2
R + ‖ui‖22

(39c)

which is equivalent to the following problem:

max
c,γ

γ (40a)

s.t.

(∑R
i=1 fηici‖ui‖2

)2

σ2
R

∑R
i=1 f

2
ηic

2
i + σ2

D

≥ γ, −εi ≤ ηi ≤ εi (40b)

ci ≤
√

Pi

σ2
R + ‖ui‖22

. (40c)

Let

f(fη)
Δ
= −

R∑
i=1

fηici‖ui‖2 +

√√√√γ

[
σ2
R

R∑
i=1

f2
ηic

2
i + σ2

D

]
.

(41)

Equation (40b) is equivalent to max−εi≤ηi≤εi f(fη) ≤ 0. Note
that f(fη) is convex in fη and reaches the maximization at
the vertices [11]. Hence, the optimal solution of problem (40)
can be obtained by enumerating 2R possibilities of fη or, i.e.,
fη ∈ B, with each one corresponding to an SOCP constraint.
Equivalently

max
c, γ

γ (42a)

s.t.

(∑R
i=1 fηici‖ui‖2

)2

σ2
R

∑R
i=1 f

2
ηic

2
i + σ2

D

≥ γ, fη ∈ B (42b)

ci ≤
√

Pi

σ2
R + ‖ui‖22

. (42c)

Notice that (42) is equivalent to the form in (8); our proof is
completed.
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APPENDIX C
PROOF OF PROPOSITION 1

Here, we will first prove that problem (23) belongs to the
class of monotonic optimization problem, or more specifically,
SNR(w) is an increasing function with respect to w ∈ U .
Then, we will show that problems (20) and (23) are equivalent.

In (21), we have expressed the worst-case SNR as a function
of w, where the power-allocation factor c� is adaptively deter-
mined as an optimal solution of (22) with respect to w. For

convenience, we further define S̃NR(c, w) as a function of
w and c, where c is only one possible power-allocation option
rather than the optimal choice or, i.e.,

S̃NR(c, w)
Δ
= min

fη∈B

(∑R
i=1 fηici

√
wi

)2

σ2
R

∑R
i=1 f

2
ηic

2
i + σ2

D

(43a)

s.t. ci ≤
√

Pi

σ2
R + wi

. (43b)

Then, by definition, one can easily see that SNR(w) =

S̃NR(c�, w). Suppose w′ ≥ w′′, where w′ Δ
= [w′

1, . . . , w
′
R]

T

and w′′ Δ
= [w′′

1, . . . , w
′′
R]

T . Let c′�
Δ
= [c′�1 , . . . , c

′�
R]

T and c′′�
Δ
=

[c′′�1 , . . . , c′′�R ]T be the optimal solution of (22) for given w′ and
w′′, respectively. We will show that SNR(w′) ≥ SNR(w′′)
or, equivalently

S̃NR(c′�,w′) ≥ S̃NR(c′′�,w′′). (44)

Choose one special relay power-allocation factor for the

given w′ as c̃′
Δ
= [c̃′1, . . . , c̃

′
R]

T , such that

c̃′2i
(
w′

i + σ2
R

)
= c′′�2i

(
w′′

i + σ2
R

)
, i = 1, . . . , R. (45)

By this condition, the relay power is unchanged; thus, the power
constraints in (43b) are not violated. Since w′

i ≥ w′′
i , we have

w′
i + σ2

R ≥ w′′
i + σ2

R. Then, c̃′2i ≤ c′′�2i by (45), which implies
that c̃′2i σ

2
R ≤ c′′�2i σ2

R. Then, by (45), we have

c̃′2i w
′
i ≥ c′′�2i w�

i . (46)

Let Γ1(fη)
Δ
= (

∑R
i=1 fηic̃

′
i

√
w′

i)
2/(σ2

R

∑R
i=1 f

2
ηic̃

′2
i + σ2

D) and

Γ2(fη)
Δ
= (

∑R
i=1 fηic

′′�
i

√
w′′

i )
2/(σ2

R

∑R
i=1 f

2
ηic

′′�2
i + σ2

D) for
fη ∈ B. Then, we have

S̃NR(c̃′,w′) = min
fη∈B

Γ1(fη) (47)

S̃NR(c′′�,w′′) = min
fη∈B

Γ2(fη). (48)

We first fix some fη ∈ B. Note that |ηi| ≤ εi ≤ ‖f̃i‖2; thus,
we have fηi = ‖f̃i‖2 + ηi ≥ 0. Then, for fixed fη , the numera-
tor of Γ1(fη) is larger than that of Γ2(fη) due to (46), whereas
the denominator of Γ1(fη) is smaller than that of Γ2(fη) due to
c̃′2i ≤ c�2i . Hence, for any fη ∈ B, we have

Γ1(fη) ≥ Γ2(fη). (49)

Suppose that the minimum value of Γ1(fη) over fη ∈ B is
achieved at f ′η , i.e., minfη∈B Γ1(fη) = Γ1(f

′
η). Then, we have

min
fη∈B

Γ1(fη) = Γ1

(
f ′η
) (a)

≥ Γ2

(
f ′η
)
≥ min

fη∈B
Γ2(fη) (50)

where (a) is due to (49). Then, (47), (48), and (50) lead to

S̃NR(c̃′,w′) ≥ S̃NR(c′′�,w′′). (51)

Since c̃′ is just chosen to satisfy (45) and may not be optimal
for w = w′, we have

S̃NR(c′�, w′) ≥ S̃NR(c̃′, w′). (52)

By (51) and (52), we have (44), which implies that SNR(w) is
a monotonic increasing function with respect to w.

On the other hand, U has been proven to be convex [32].
Consequently, U is normal due to the property of the convex
region [35]. Following the similar lines in [32], it can be shown
that U is nonempty and closed. Thus, (23) is a monotonic
optimization problem.

As compared with other nonconvex problems, monotonic
problems have the important property that its optimal solution
is attained on the Pareto boundary of the feasible region, which
can be utilized for solving the problem efficiently.

According to [32], any Pareto boundary of U must be
achieved by some rank-one matrix G; we claim that problems
(20) and (23) are equivalent.
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