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Abstract—In this paper, we consider the intercell interference coordi-
nation (ICIC) problem in heterogeneous cellular networks with randomly
deployed small-cell base stations (BSs). Current research on ICIC mainly
focuses on optimizing the spectrum and power allocations at BSs, whereas
the user–BS association is treated as a separate issue. Nevertheless, the
user–BS association problem is an important issue in ICIC and should be
jointly optimized with resource allocations to achieve global optimality.
In this paper, with the objective of maximizing the system sum rate in
a distributed manner, we propose a novel belief propagation (BP) algo-
rithm to jointly optimize user association, subchannel assignment, and
power allocation. We first develop a factor graph model to decompose
the network-wide objective and constraints into multiple local utilities.
Then, we transform the maximization of local utilities into the estimations
of marginal distributions and propose a distributed BP algorithm to
solve the estimations. Simulations show that our distributed BP algorithm
dramatically improves the performance compared with the benchmark
scheme.

Index Terms—Belief propagation (BP), heterogeneous networks,
resource allocation, user association.

I. INTRODUCTION

To cope with the dramatic growth of data traffic in wireless cellular
networks, mobile network operators have been deploying increasingly
more small-cell base stations (SBSs) to cooperate with traditional
macrocell base stations (MBSs) in recent years. The resulting network
with mixed SBSs and MBSs is called the heterogeneous cellular net-
work (HCN) [1]. Compared with traditional homogeneous networks,
intercell interference is more severe and difficult to manage in HCNs.

Long-Term Evolution (LTE) specifications provide several ap-
proaches for intercell interference coordination (ICIC) [2]. One
straightforward method is orthogonal transmission among interfering
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cells. That is, the transmission time or the available bandwidth is di-
vided into several parts and individually assigned to neighboring base
stations (BSs), for instance, the almost blank subframe and fractional
frequency reuse [3]–[5]. In [5], an optimal scheme on joint fractional
frequency reuse and power control is proposed to maximize the long-
term log-scale throughput of the system, where the flexibility of
user association is considered. Although the orthogonal transmission
effectively avoids the intercell interference, the disadvantage is that
each BS can only use one part of the resource, which limits the system
performance.

As the spectrum available for a cellular system becomes rare and
expensive, the cochannel deployments, where MBSs and SBSs share
the same spectrum resource, are highly desirable [6]. However, the
cochannel transmissions will lead to sever intercell interference. One
solution is to optimize the resource allocation among multiple BSs
to maximize the system performance. In [7], Lopez-Perez et al.
proposed a dynamic algorithm to jointly allocate frequency and power
to mitigate intercell interference. Apart from resource allocation, user
association is considered as another efficient factor in dealing with
intercell interference. Qian et al. in [8] proposed an algorithm via the
classic Benders’ decomposition to solve the optimization problem of
joint user association and power control. Li et al. in [9] proposed an
asymptotically optimal solution for the resource allocation problem
in HCNs with cooperative relay nodes. However, joint optimization
on user association, spectrum allocation, and power allocation is not
considered in the two [8] and [9] and, thus, unable to achieve global
optimality. In [10] and [11], the joint optimization on user association
and resource allocation is formulated, and the performance of different
user association rules and resource allocation schemes is investigated.
However, the exact solutions are not obtained due to its nonconvexity
and NP-hard properties.

In this paper, by considering user association as a flexible parameter,
we jointly optimize user association and resource allocation with the
aim of maximizing the system sum rate distributively. We propose a
distributed belief propagation (BP) algorithm to solve the maximiza-
tion problem. Specifically, a factor graph model is first developed
to decompose this network-wide optimization problem into multiple
maximization problems performed at each BS. Then, we propose a
novel method to satisfy the inter-BS resource constraints via introduc-
ing additional checks in the factor graph. Meanwhile, we transform the
maximization problem into estimating the marginal distribution of the
utility function. Next, we propose a distributed BP algorithm to solve
the estimation problem on the developed factor graph. Complexity
analysis suggests that the complexity of the proposed BP algorithm is
low and practical for implementation. Simulation results show a great
improvement in system throughput compared with the benchmark
scheme.

In the remainder of this paper, we describe the system model in
Section II. Section III introduces the factor graph model and the
BP framework for this problem. The BP algorithm is addressed in
Section IV. Section V gives the numerical results highlighting the
benefits of this BP method compared with several other schemes.
Finally, concluding remarks are drawn in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider the downlink of an HCN with LTE specifications,
where the transmission time is divided into multiple transmission
time intervals (TTIs), and the transmission bandwidth is divided into
multiple subchannels. Each TTI is composed of two time slots of
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0.5 ms. Each subchannel consists of 12 consecutive subcarriers, where
a subcarrier has the equal bandwidth of 15 kHz. A radio resource
spanning over one time slot and one subchannel is called a resource
block (RB), which can be assigned to a mobile user (MU) for data
transmission [12]. In the following, we have three basic assumptions
in our system model.

1) Intracell interference is successfully avoided, since the schedul-
ing of a BS will ensure that one subchannel will not be simulta-
neously assigned to more than one MU.

2) There is a maximum transmission power for each BS. This
maximum transmission power in different BSs can vary, whereas
MBSs usually transmit at stronger power than SBSs.

3) In each TTI, a BS serves (associates with) several MUs simulta-
neously among those MUs who can be potentially served by this
BS (i.e., can receive strong enough signals from this BS). On
the other hand, although an MU may have several potentially
serving BSs, it can only be served by one BS in each TTI.

Suppose that the HCN consists of L BSs, including MBSs and
SBSs, and M MUs covered by these BSs. Moreover, there are N
subchannels available in the network. Let B = {B1,B2, . . . ,BL} de-
note the set of BSs, where Bl, l ∈ L � {1, 2, . . . , L} represents the
lth BS. Denote by U = {U1,U2, . . . ,UM} the set of MUs, where
Um, m ∈ M � {1, 2, . . . ,M} represents the mth MU. Let S =
{S1,S2, . . . ,SN} denote the set of subchannels, where Sn, n ∈ N �
{1, 2, . . . , N} represents the nth subchannel.

A. User Association and Resource Allocation

For Bl, we denote by U(l) the set of MUs in its coverage, by S(l)
the set of its owned subchannels, and by Pl its maximum transmission
power. Different BSs may have different sets of MUs and available
subchannels. Furthermore, the maximum transmission power of dif-
ferent BSs can also be different. The maximum transmission power
of MBSs is much larger than that of SBSs. During one scheduling
period, the BS shall carefully choose the MUs to associate with and
properly assign its resources, i.e., subchannels and power, to these
selected MUs. In the following, we will mathematically formulate the
user association and resource allocation in each BS. We unify the size
of the resource allocation matrix in all BSs as M ×N .

1) User Association: Use the vector kl � [kl
1, k

l
2, . . . , k

l
M ] to de-

note the user association at Bl in one TTI. The entry kl
m ∈ {0, 1}

indicates whether Um is served by Bl or not. We have

kl
m =

{
1, if Um ∈ U(l), and Um is associated with Bl

0, otherwise.
(1)

Since each MU only can be served by one BS in each TTI, we have∑
l∈L kl

m = {0, 1} ∀m ∈ M.
2) Subchannel Assignment: After the user association, each BS will

assign its spectrum resource to its associated MUs. We use the matrix
Yl of size M ×N to denote the subchannel assignment at Bl. The
entry yl

m,n ∈ {0, 1} in Yl indicates whether Sn is assigned to Um, i.e.,

yl
m,n =

{
1, if Sn ∈ S(l), and Sn is assigned to Um

0, otherwise.
(2)

Due to the constraint that each subchannel can only be assigned to
one MU at each BS, we have

∑
m∈M yl

m,n = {0, 1} ∀n ∈ N .
3) Power Allocation: Following the subchannel assignment, each

BS needs to decide the level of transmission power for an assigned
subchannel. We denote by the vector pl � [pl1, p

l
2, . . . , p

l
N ] the alloca-

tions of transmission power to different subchannels at Bl, where pln

represents the transmission power allocated to Sn. Due to the power
constraint at Bl, we have

∑
n∈N pln ≤ Pl.

4) Integration: We use a matrix Xl of size M ×N , which is
named the scheduling matrix, to integrate user selection, subchannel
assignment, and power allocation at Bl. The entry of Xl, xl

m,n =
kl
m × yl

m,n × pln, represents the transmission power allocated to Um

in subchannel Sn.

B. System Sum Rate

Let matrix G of size M ×N × L denote the channel gains between
MUs and BSs in different subchannels. The entry gm,n,l denotes the
channel gain from Bl to Um on Sn including the path loss, shadow-
ing, and the antenna gain. The signal-to-interference-plus-noise ratio
(SINR) experienced by Um from Bl on Sn can be expressed as

γm,n,l =
gm,n,l · xl

m,n∑
v∈L\l

(
gm,n,v

∑
q∈M xv

q,n

)
+ σ2

(3)

where σ2 is the variance of Gaussian white noise at the receiver of
each MU. The sum rate of the HCN can thus be calculated as

F =
∑
l∈L

∑
m∈M

∑
n∈N

× log2

⎛
⎝1 +

gm,n,l · xl
m,n∑

v∈L\l

(
gm,n,v

∑
q∈M xv

q,n

)
+ σ2

⎞
⎠ . (4)

C. Problem Formulation

By defining X � [X1,X2, . . . ,XL], we formulate the sum-rate
optimization problem as

max
X

F (X) (5a)

s.t.

(∑
n∈N

xl
m,n

)(∑
n∈N

xv
m,n

)
= 0 (5b)

∀m ∈ M ∀ l, v ∈ L : l �= v (5c)
xl
i,nx

l
j,n = 0 ∀ i, j ∈ M : i �= j (5d)∑

m∈M

∑
n∈N

xl
m,n ≤ Pl ∀ l ∈ L. (5e)

Constraints (5b), (5d), and (5e) correspond to user association, sub-
channel assignment, and power allocation, respectively. Specifically,
(5b) represents that an MU can only associate with one BS, (5d) means
that each subchannel of a BS can only be assigned to one MU, and (5e)
ensures the power constraint at each BS.

III. FACTOR GRAPH MODEL

Here, we will develop a factor graph for our BP algorithm to
represent the relationship between the resource allocations, user as-
sociations, and the system sum rate. Conventionally, a factor graph
is composed of variable nodes and factor nodes. Variable nodes
represent the variables (or parameters) to be optimized, and factor
nodes represent the local utilities as the results of the decomposition
of the objective function.

In our factor graph, as the optimization problem in (5) has con-
straints, to apply BP, we will introduce two kinds of factor nodes,
namely, primary factor nodes and auxiliary factor nodes. The former
is defined according to the decomposition of the objective F , and the
latter is defined to coordinate the constraints in (5).

A. Variable Nodes

We define Xl, l = 1, . . . , L, in (5) as L variable nodes in the factor
graph, representing the variables to be optimized in (5). The variable
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Xl is related to the lth BS Bl, since Xl needs to be optimized by Bl.
Note that the constraints in (5) on Xl should be satisfied during
the BP optimization process. While (5d) and (5e) are intravariable
constraints that are satisfied within each individual variable node Xl,
(5b) represents intervariable constraints that can only be satisfied
with the help of coordination among variable nodes. The function of
coordination is executed by the auxiliary factor nodes, which will be
explained later.

B. Primary Factor Nodes

To obtain the factor nodes, we decompose the objective F into L
local utility functions as t1, t2, . . ., tL, where

tl =
∑

m∈M

∑
n∈N

× log2

⎛
⎝1 +

gm,n,l · xl
m,n∑

v∈L\l

(
gm,n,v

∑
q∈M xv

q,n

)
+ σ2

⎞
⎠ (6)

and we have F =
∑

l∈Lt
l. To maximize F , we need to maximize each

individual tl at the lth BS. Hence, the local utilities tl, l = 1, . . . , L,
represent the factor nodes of our factor graph, with each factor node
related to a BS. As tl is related to the objective F , we call the factor
nodes tl primary factor nodes.

C. Auxiliary Factor Nodes

To meet (5b) in BP, we define a kind of auxiliary factor nodes to
coordinate the variable nodes for the intervariable constraints. In a
distributive manner, the MUs will act as the coordinators that exchange
information with the BSs and regulate the optimizations on legitimate
Xl satisfying (5b). We define M auxiliary factor nodes related to the
M MUs, respectively, with the utility function at the mth auxiliary
factor node as

cm=

⎧⎨
⎩0, if

( ∑
n∈N

xl
m,n

)( ∑
n∈N

xv
m,n

)
=0 ∀ l, v ∈ L : l �=v

−∞, otherwise.
(7)

The reason why the values of cm are chosen as in (7) will be explained
later in this section. The local utilities cm, m = 1, . . . ,M represent the
auxiliary factor nodes and, combined with the primary factor nodes,
constitute the set of factor nodes.

D. Edges

The edges in the factor graph connect factor nodes to the related
variable nodes. Recall that U(l) denotes the set of MUs in the coverage
of Bl, and S(l) denotes the set of subchannels owned by Bl. The edges
emanated from the factor node cm connect to the variable node Xl if
Um ∈ U(l). For the factor node tl, its edges consist of two parts. The
first part includes the edges emanated from tl to the variable node Xl.
This kind of edges exists since the calculation of tl depends on Xl as
the signal power. The second part includes the edges emanated from
tl to the variable node Xv , ∀ v ∈ L and S(l)

⋂
S(v) �= ∅. That is,

Bv and Bl share the same spectrum resource. This part of edges exists
since tl depends on Xv as the intercell interference. Fig. 1 shows a
factor graph based on an HCN with L = 2 BSs and M = 3 MUs.
Accordingly, the factor graph has two variable nodes, two primary
factor nodes, and three auxiliary factor nodes.

Fig. 1. Factor graph model.

E. Problem Conversion

With the factor graph, the network-wide optimization problem in (5)
can be converted into

max
X

∑
l∈L

tl +
∑

m∈M
cm. (8)

It is clear that
∑

l∈L tl is the original objective F in (5), whereas the
purpose of

∑
m∈M cm is to satisfy the intervariable constraint (5b)

coordinated by the auxiliary factor nodes, as previously discussed. We
now explain why the values of cm in (7) can guarantee the equivalence
between optimization problems (5) and (8). We consider the following
two cases: 1) If constraint (5b) is satisfied, F in (5) will be exactly (8);
2) if constraint (5b) is not satisfied, then we obtain a negatively infinite
value of (8), which will be ruled out when maximizing (8). Eventually,
the maximum of (8) is equivalent to the maximum of F in (5).

IV. DISTRIBUTED BELIEF PROPAGATION WITH

GAUSSIAN APPROXIMATIONS

Here, we will introduce a novel BP algorithm to distributively solve
the optimization problem with low complexity based on the proposed
factor graph model.

A. Transformation of the Local Optimization

We define a probability mass function (PMF) of the variable X
based on the network-wide utility function as [13], i.e., p(X) �
(1/Z) exp(μF (X)), where μ is a positive number, and Z is utilized
to normalize this expression. According to [14], when μ → ∞, p(X)
concentrates around the maxima of F (X), i.e., limμ→∞ E(X) =
argmaxX F (X), where E(·) denotes the expectation. Thus, once we
obtain E(X), we will have a good estimation for the maximization
of F (X).

Based on (8), the maximization of F can be decomposed into
multiple maximization problems of local utilities tl and cm at in-
dividual factor nodes. Correspondingly, the estimation on X is de-
composed into estimations on Xu at tl ∀Xu ∈ H(tl), and Xv at
cm ∀Xv ∈ H(cm).

B. Iterative Message Passing

In the classic BP algorithm, the PMF of Xl is the message updated
between the variable node Xl and its neighboring factor nodes, i.e.,
p(Xl) = {Pr(Xl = χl

i)∀ i}, where χl
i denotes the ith possible value

of Xl. To simplify the notations in some occasions, we use a to denote
the variable node Xl and use b to denote one of a’s neighboring
factor nodes, i.e., the local utility function tl or cm. The steps for our
distributed BP are given as follows.

1) Initialization: At each variable node a, set an initial PMF for Xl

∀ l ∈ L, which can be a uniform distribution. That is, pa(Xl).
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2) Variable Node Update: Generally, in the BP algorithm, a mes-
sage from a variable node a to a factor node b is the product of the
messages sent from a’s neighboring factor nodes except b [15]. Thus,
in the τ th iteration, the variable node a updates p(Xl) for the factor
node b based on the messages sent from its neighboring factor nodes
other than b, which is denoted by H(a) \ b. Then, we have

p
(τ)
a→b(X

l) =
1

Z
(τ)
a

∏
b̄∈H(a)\b

p
(τ−1)

b̄→a
(Xl) (9)

where Z
(τ)
a is for the purpose of normalization, i.e.,

∑
i Pr

(τ)
a→b(X

l =
χl

i) = 1.
Since in (9), b represents either a primary factor node tl or an

auxiliary factor node cm, we denote by Φ
(τ)
a→b the message sent from

a to tl and by Ψ
(τ)
a→b the message from a to cm, in the τ th iteration.

First, we focus on Φ
(τ)
a→b. Since we adopt Gaussian approximation

when calculating the intercell interference [13] to reduce the compu-
tational complexity at tl, a does not need to transmit the PMF p(Xl)
in (9) as in the general BP algorithm. Instead, a only needs to transmit
the mean and variance of Xl based on the PMF p(Xl), i.e.,

Φ
(τ)
a→b(X

l) �
{
E

(τ)
a→b(X

l)D
(τ)
a→b(X

l)
}

(10)

where E
(τ)
a→b(X

l) =
∑

i χ
l
i Pr

(τ)
a→b(X

l = χl
i), and D

(τ)
a→b(X

l) =∑
i(χ

l
i − E

(τ)
a→b(X

l))2.

Then, we focus on Ψ
(τ)
a→b. The message sent by a to an auxiliary

factor node cm is the probability that Um is selected by Bl, i.e.,

Ψ
(τ)
a→b �

∑
i

Pr
(τ)
a→b

(
Xl = χl

i

)
· 1

((
χl

i

)
m

�= 0
)

(11)

where (χl
i)m denotes the mth row of χl

i, 1(·) is the indicator function,
and (χl

i)m �= 0 represents the event that Um is selected by Bl.
3) Factor Node Update: Generally, in the BP algorithm, a message

from a factor node b to a variable node a is the product of the local
function at b with the messages sent from b’s neighboring variable
nodes except a, marginalized over these variables [15]. That is

p
(τ)
b→a(X

l) =
∑
∼Xl

⎛
⎝exp (μb (H(b)))

∏
ā∈H(b)\a

p
(τ)
ā→b

⎞
⎠

= E∼Xl (exp (μb (H(b)))) (12)

where
∑

∼Xl denotes the summary over all other variables except Xl.
Note that in (12), the first equation calculates the marginal distribution
of variable Xl, which is equivalent to the expectation on all the
variables other than Xl in the second equation. Furthermore, b(H(b))
in (12) represents the local function of its neighboring variables H(b).
We have

p
(τ)
b→a(X

l) =
{
Pr

(τ)
b→a

(
Xl = χl

i

)
= E

×
(
exp

(
μb

(
H(b)|Xl=χl

i

)))
∀ i

}
. (13)

For the primary factor node b, e.g., tl, as mentioned, we adopt
Gaussian approximation on the intercell interference to reduce the
complexity. Denote by Zl the M ×N intercell interference matrix,
and we have Zl ∼ N (E(Zl),D(Zl)), where the mean E(Zl) and
variance D(Zl) can be obtained based on E

(τ)
a→b(X

l) and D
(τ)
a→b(X

l),
respectively, sent from the variable nodes. According to [13], the
PMF p

(τ)
b→a(X

l = χl
i) can be updated with the Gaussian distributed

interference from (12).

For the auxiliary factor nodes b, e.g., cm, the message sent back to
the variable node a is the PMF of Xl. Given Xl = χl

i, we have its
probability based on (12) as

p
(τ)
b→a

(
Xl=χl

i

)
=

⎧⎨
⎩
∏

ā∈H(b)\a

(
1−Ψ

(τ)
ā→b

)
, if

(
χl

i

)
m
�=0∑

ā∈H(b)\aΨ
(τ)
ā→b

∏
ă∈H(b)\{a,ā}

(
1−Ψ

(τ)
ă→b

)
, otherwise.

(14)

4) Final Decision: Suppose there are T iterations in the distributed
BP algorithm. After T iterations, the PMF in variable node a can be
calculated as

Pr
(
Xl = χl

i

)
=

1
Z(T )

∏
b∈H(a)

p
(T )
b→a

(
Xl = χl

i

)
(15)

which is the probability that Bl chooses the scheduling matrix χl
i.

Based on (15), the scheduling decision can be made by Bl by choosing
the scheduling option with the maximum posterior probability. That is,
χl

î
is selected, where î = argmaxi Pr(X

l = χl
i).

C. Communication Complexity

Note that the L variable nodes are related to L BSs, the L primary
factor nodes are related to the BSs, and the M auxiliary factor nodes
are related to the M MUs. The belief messages between the variables
and primary factor nodes are exchanged among the BSs or inside each
BS. Specifically, in each iteration, a variable node Xl related to Bl

needs to transmit two real numbers, e.g., the mean and variance of Xl

according to (10), to each of its neighboring factor nodes. On the other
hand, a primary factor node tl related to Bl needs to transmit the whole
PMF p(Xl) to each of its neighboring variable nodes, which includes
multiple probability values and may incur high communication com-
plexity. Since the BSs can communicate with each other via backhaul
channels, the communication complexity among BSs will be tolerable.

At the same time, the messages between the variable nodes and
auxiliary factor nodes are exchanged between the BSs and MUs.
Specifically, in each iteration, a variable node Xl related to Bl needs
to transmit one real number to each of its neighboring factor nodes, ac-
cording to (11). On the other hand, an auxiliary factor node cm related
to Um needs to transmit one real number to each of its neighboring
variable nodes, according to (14). Therefore, the communication com-
plexity between the BSs and MUs is low and reasonable in practice.

D. Computational Complexity

We denote by Hv the average number of neighboring factor nodes
of a variable node and by Hf the average number of a factor node’s
neighboring variable nodes. Moreover, we denote by W the average
number of the scheduling options in variable nodes.

1) Computational Complexity in Variable Nodes: In each iteration,
a variable node should first calculate its PMF in (9), then use the PMF
to calculate its expectation and variance in (10), or only the expectation
in (11). Thus, in one iteration, the computational complexity in a
variable node is equal to O(WH2

v).
2) Computational Complexity in Primary Factor Nodes: In (12), a

primary factor node first calculates the expectation and variance of the
interference, whose computational complexity is O(Hf ). Combining
with W signal options, the computational complexity for each mes-
sage is O(WHf ). Thus, the total computational complexity in one
iteration is O(WH2

f ).
3) Computational Complexity in Auxiliary Factor Nodes: Accord-

ing to (14), the total computational complexity in one iteration is
O(WH2

f ).



IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 65, NO. 7, JULY 2016 5705

TABLE I
PARAMETER TABLE FROM 3GPP SPECIFICATION [16]

E. Convergence and Optimality

The results of the BP algorithm operating in a cycle-free factor
graph are proved to converge to the exact marginal. Unfortunately,
the precise conditions under which, in the cycle case, the BP algo-
rithm will converge are still not well understood. In most simulation
instances, we observe that the proposed BP algorithm converges to
a fixed point. Regarding optimality, as we are solving an NP-hard
problem, optimality cannot be guaranteed. However, the performance
of the BP algorithm is empirically shown to approach optimality with
a very small gap and with relatively low complexity.

V. SIMULATIONS

We consider an HCN with a coverage area of 700 × 700 square
meters. In the HCN, an MBS is located in the center, several SBSs
are uniformly deployed in the cell edges for enhancing the signals
of the weak-coverage area, and 20 MUs are uniformly distributed
in the coverage area. Here, we assume that the SBSs are picocell
BSs (PBSs). The detailed parameters are listed in Table I according
to Third-Generation Partnership Project (3GPP) specifications [16].
The number of subchannels is set as two. Moreover, we have three
power levels as (1/3)Pl, (2/3)Pl, and Pl for power allocations in a
specific subchannel. All the results are obtained by 200 independent
Monte Carlo simulations. Empirically, the average number of
iterations needed in our simulation scenario is around three. Thus, we
chose T = 3 in our simulation. Furthermore, T = 5 is adopted for
comparison.

We denote by the “BP” scheme our distributed BP algorithm in all
the figures, where we set the maximum number of iterations to five. For
comparison, we set up a benchmark scheme for joint user association
and resource allocations, using the traditional max-SINR criterion as
the user association strategy and opportunistically allocating resources
(power and subchannels) for the MUs. Explicitly, each MU chooses
the BS that provides the strongest received SINR as its serving BS,
and each BS serves the MU who has the best channel quality in
each subchannel. We name our benchmark “MaxSINR+Oppo” in the
figures.

Fig. 2 shows cumulative distribution function (cdf) curves of the
system throughput (sum rate) with different schemes, where there
are four PBSs. We can see that the BP algorithm triples the system
throughput obtained by “MaxSINR+Oppo.” At the same time, we can
see that the results of the BP algorithm with two iterations approach
the results with five iterations. This means that our BP algorithm
almost converges after only two iterations. In simulations, the average
iteration number needed to converge is less than three.

Moreover, in the figure, we can see the performance gap between the
proposed distributed BP algorithm and the global optimality achieved
by the centralized exhaustive search algorithm. This performance loss
is caused by the suboptimal distributed BP algorithm and the Gaussian
approximation of the intercell interference. However, the computa-
tional complexity of exhaustive search is WL, where W denotes the
average number of scheduling options in each BS, and L denotes

Fig. 2. CDF curves of the system throughput for the four schemes.

Fig. 3. Average system throughput of different schemes with different num-
bers of SBSs.

Fig. 4. Percentage of resource usage under different schemes with different
numbers of SBSs.

the number of BSs in the network. Thus, compared with the optimal
search, the proposed distributed BP algorithm is more practical.

Then, we consider three scenarios where the numbers of PBSs
deployed in the area are set to be 2, 4, and 6. Fig. 3 plots the system
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TABLE II
AVERAGE THROUGHPUT OF BSS IN DIFFERENT SCENARIOS

throughput in these three different scenarios. We can see that with
the increase in the number of PBSs, the intercell interference in the
heterogeneous network is more severe. Hence, without proper ICIC,
the throughput of “MaxSINR+Oppo” decreases due to the impact
of severe intercell interference. In contrast, the throughput of our BP
algorithm dramatically increases, since it controls the interference via
excellent user association and resource allocations and makes better
use of the resources from the PBSs.

We now investigate the resource usage in the three given scenarios.
Fig. 4 shows the usage percentage of transmission power and subchan-
nels (denoted by “RB” in the figure) in the three scenarios. We can
see that the resource used by the MBS remains the same despite the
number increase of the PBSs. Among all the BSs, the MBS contributes
the most to the system throughput. Hence, the MBS makes the best
use of the resources although it causes interference to other PBSs.
Furthermore, when the number of PBSs increases, our BP will reduce
PBSs’ transmission power and used spectrum resources to mitigate the
interference to other BSs.

Table II presents the detailed average throughput of MBS and PBSs
in the three scenarios. We can see that the throughput provided by
the MBS dramatically decreases when the number of interfering PBSs
increases in “MaxSINR+Oppo,” while it is almost kept constant in
our “BP.” Furthermore, the throughput of PBSs rapidly increases when
there are more PBSs. This is because our BP algorithm has good
management of intercell interference by jointly optimizing subchannel
assignment and power allocation.

VI. CONCLUSION

In this paper, we have considered user association as a flexible
parameter and involved the user association step into the resource
allocation scheme. With the aim of maximizing the system through-
put, an optimization problem of joint user association, subchannel
assignment, and power allocation is formulated. First, a factor graph
model is developed to decompose this network-wide maximization
problem into multiple local maximization problems performed in each
BS and translate the constraints to maximization problems performed
in each MU. Then, based on this model, the distributed BP algorithm
is proposed to solve this optimization problem by transforming it
into a marginal distribution estimation problem. From the numerical
results, we can see that the distributed BP algorithm jointly optimizing
three factors performs much better than the scheme, which considers
user association and resource allocation as two independent steps.
Moreover, compared with the benchmark scheme, the distributed BP
algorithm shows excellent ICIC performance, particularly when there
is severe intercell interference.
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