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#### Abstract

In this paper, we investigate the robust beamforming for multi-user multiple-input single-output systems under quantized channel direction information (CDI) with per-antenna power constraints. The robustness of the considered beamforming design is achieved in the sense that the stochastic interference leakage is below a certain level by a given probability. Our design objective is to maximize the expectation of the weighted sum-rate performance. From the discussion of the non-robust optimal beamforming based on the polyblock algorithm, we propose a robust beamforming scheme for the quantized CDI case with per-antenna power constraints. In the proposed beamforming scheme, we use Jensen's inequality to generate a tractable feasibility problem for the polyblock algorithm and apply the semi-definite programming relaxation, as well as the randomization technique to find its approximate rank-one matrix solution and user equipments' beamforming vectors. Simulation results show that substantial gains can be achieved by the proposed scheme compared with the existing schemes in terms of the average weighted sum-rate performance. Although very high complexity is required for the implementation of the proposed scheme, it stands as a good benchmark for robust beamforming designs.
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## I. Introduction

MULTI-USER (MU) space division multiple access (SDMA) schemes are extremely attractive in an infrastructure-based network, where powerful nodes such as multi-antenna base stations (BSs) provide service to multiple user equipments (UEs) with limited signal processing capability and a small number of antennas, because MU SDMA can offer both spatial multiplexing and multi-user diversity gains [1]. In a multi-antenna broadcast channel (BC) model

[^0]with MU SDMA, the multiplexing gain can be achieved by MU transmissions with the dirty paper coding technique [2] or linear transmit beamforming, e.g., the zero-forcing (ZF) beamforming [3]. Moreover, when the UE number is large, the capacity of the BC system also grows with the UE number according to a double logarithm scaling law thanks to the multi-UE diversity gain [4].

However, all these promising results are predicated on the assumption of perfect channel direction information (CDI) available at the BS, which is too ideal for practical systems, especially for the frequency division duplex (FDD) systems such as the fourth generation (4G) cellular networks, e.g., the Long Term Evolution Advanced (LTE-A) FDD system [5]. In order to harvest a large portion of the performance gain offered by MU SDMA, a lot of work has been devoted to ensure the accuracy of CDI in practical networks. For example, the feedback periodicity of CDI can be configured to be a few tens of milliseconds for an LTE-A UE [5], which is significantly smaller than the coherence time of a low-speed UE's channel impulse response, so that UE's reported CDI will not be outdated when the BS scheduler consults it. However, the issue of CDI quantization errors, which is caused by the CDI quantization process performed by each UE for limitedbit feedback [6], remains to be a serious problem even in the state-of-the-art networks.

The existence of CDI quantization errors motivates the design of robust beamforming schemes, which take the uncertain channel distortions into account. In [7], the authors proposed a robust beamforming scheme for an MU multi-antenna BC system to minimize the transmission power while maintaining certain quality of service ( QoS ) requirements. In [8], the authors investigated robust beamforming schemes to minimize the sum of UEs' mean squared errors (MSEs). Based on interUE interference leakage control [9], the authors in [10] designed a robust beamforming scheme, which maximizes a lower bound for each UE's average signal-to-leakage-plus-noise ratio (SLNR). Recently, in [11] and [12], the authors proposed a robust leakage-based transmit beamforming scheme, which implicitly optimizes UE's average signal-to-interference-plusnoise ratio (SINR) by maximizing the average signal power subject to probabilistic leakage constraints. Furthermore, robust beamforming has been extended to more sophisticated models such as the multiple-input multiple-output (MIMO) relay networks [13], [14] and the multi-cell coordinated beamforming scenarios [15], [16], etc.

In this paper, we further investigate the robust beamforming schemes. In particular, we consider a beamforming problem with a more realistic power constraint that limits the transmission power at the BS on a per-antenna basis. Comparing with the existing robust beamforming schemes, our assumption on the transmission power is more practical since each antenna of the multi-antenna BS or a distributed antenna system is usually equipped with an individual power amplifier at its analog front-end [17]. Besides, our design objective is to maximize the weighted sum-rate performance. Although minimization of MSE or bit error rate (BER) is also a well-motivated design objective [8], it is usually not the direct goal for network optimization [18]. In the modern wireless communication networks, e.g., the LTE-A system, the adaptive modulation and coding (MC) technology has been widely employed, in which the target of the expected MSE or BER is normally preset by the network but the payload size is adjustable by MC schemes [19]. For example, the data-packet error rate is loosely controlled around 0.1 in the LTE-A network [5], which is achieved by employing rate adaptation algorithms. Therefore, instead of decreasing the MSE or BER, increasing the sum throughput or the weighted sum throughput with consideration of UE fairness, is the top priority in network optimization [18]. Hence, the weighted sum-rate performance [20] is an extremely useful design goal because it can provide an achievable upper-bound for the weighted sum throughput for the BC systems.

In this paper, we propose a robust beamforming scheme based on the polyblock algorithm [21] (see Appendix I for details) by maximizing an upper-bound for the weighted sumrate performance under per-antenna power constraints. It should be noted that recently the polyblock algorithm [21] has been applied to a general $K$-user Gaussian interference channel (GIC) system to solve the weighted sum-rate maximization problem under the condition of perfect CDI [22]. The Algorithm 1 in [22] bears close similarity to the polyblock algorithm introduced in Appendix I [21], but with more complicated expressions of per-UE SINR. Our main contribution in this paper is to extend the framework developed in [21] and [22] to the robust beamforming design with consideration of CDI quantization errors. To accomplish this, we characterize a feasible rate tuple and formulate a robust beamforming problem, the robustness of which is achieved in a similar sense as in [11] that the uncertain interference leakage due to CDI quantization errors should be below a certain level by a given probability. In order to solve the proposed robust beamforming problem, we use the Jensen's inequality to generate a tractable feasibility problem for the polyblock algorithm and apply the semi-definite programming (SDP) relaxation as well as the randomization technique to find its approximate rank-one matrix solution and UEs' beamforming vectors.

The rest of the paper is organized as follows. Section II addresses the system model and the formulation of CDI quantization errors. Section III discusses the non-robust beamforming schemes. Section IV presents the proposed robust beamforming scheme. The paper is completed with simulation results and conclusions in Sections V and VI, respectively.

Notations: $(\cdot)^{\mathrm{T}},(\cdot)^{\mathrm{H}},(\cdot)^{-1},(\cdot)^{\dagger}, \operatorname{tr}\{\cdot\}$, and $\operatorname{rank}\{\cdot\}$ stand for the transpose, conjugate transpose, inverse, pseudo-inverse,


Fig. 1. Illustration of a downlink MU-MISO system with limited-bit CDI.
trace and rank of a matrix, respectively. $\mathbf{I}_{N}$ stands for an $N \times N$ identity matrix. $\mathbf{A}_{i,:}, \mathbf{A}_{:, j}$, and $\mathbf{A}_{i, j}$ denote the $i$-th row, $j$-th column and $(i, j)$-th entry of matrix $\mathbf{A}$. Besides, $\mathbf{A} \succeq 0$ and $\mathbf{A} \in \mathbb{H}_{N}^{+}$mean that matrix $\mathbf{A}$ is positive semi-definite and $\mathbf{A}$ is an $N$ by $N$ positive semi-definite Hermitian matrix, respectively. $\|\mathbf{a}\|$ and $\mathbf{a}_{i}$ denotes the Euclidean norm and the $i$-th element of vector $\mathbf{a}$. For any two vectors $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{n}$, we write $\mathbf{a} \leq \mathbf{b}$ to indicate that $\mathbf{a}_{i} \leq \mathbf{b}_{i}, \forall i \in\{1,2, \ldots, n\}$. $\mathbb{E}_{[\mathbf{x}]}\{\cdot\}$ and $\mathfrak{R}\{\cdot\}$ denote the expectation operation over a random vector $\mathbf{x}$ and the real part of a complex value, respectively. $\mathrm{C}_{j}^{i}$ counts the combinations of choosing $i$ elements from a set of $j$ elements. $\mathcal{N}(\mathbf{0}, \mathbf{X})$ represents a circularly symmetric complex Gaussian distribution with mean of zero vector and covariance matrix $\mathbf{X}$. Finally, $\operatorname{Pr}(x)$ denotes the probability of event $x$.

## II. System Model

In this paper, we consider a downlink MU-MISO system with limited-bit CDI feedback as illustrated in Fig. 1, where a BS or a distributed antenna system is equipped with $N$ transmit antennas, and $K$ single-antenna UEs receive data transmissions from the BS simultaneously.

In Fig. 1, it requires $N \geq K$ to support $K$ independent data streams. However, our results can be easily extended to the case of $N<K$ with UE selection performed at the BS [23]. We assume that all channels experience independently identical distribution (i.i.d.) Rayleigh flat fading and remain unchanged during the MU-MISO transmission. Besides, the base-band channel vector between the BS and the $k$-th UE $(k \in\{1,2, \ldots, K\})$ is denoted as $\mathbf{h}_{k} \in \mathbb{C}^{1 \times N}$.

In practice, perfect channel state information (CSI) of $\mathbf{h}_{k}$ is usually not available at the BS side. Hence, in Fig. 1 we assume imperfect CDI for the downlink MU-MISO system, where each UE quantizes its CDI and feeds it back to the BS with $B$ bits. Here, the CDI refers to the normalized channel vector of UE $k$ denoted as $\tilde{\mathbf{h}}_{k}=\mathbf{h}_{k} /\left\|\mathbf{h}_{k}\right\|$. We assume that the quantized CDI is defined as the index of a vector $\hat{\mathbf{h}}_{k}$ chosen from a random vector quantization (RVQ) codebook $\mathbf{C}_{k}=$ $\left\{\mathbf{c}_{k, 1}, \mathbf{c}_{k, 2}, \ldots, \mathbf{c}_{k, 2^{B}}\right\}$ to match $\tilde{\mathbf{h}}_{k}$ [24]. The codebook $\mathbf{C}_{k}$ consists of $2^{B}$ unit vectors $\mathbf{c}_{k, i}\left(i \in\left\{1,2, \ldots, 2^{B}\right\}\right)$ isotropically distributed in $\mathbb{C}^{1 \times N}$ and $\hat{\mathbf{h}}_{k}$ is selected as

$$
\begin{equation*}
\hat{\mathbf{h}}_{k}=\underset{\mathbf{c}_{k, i} \in \mathbf{C}_{k}}{\arg \max }\left|\mathbf{c}_{k, i} \tilde{\mathbf{h}}_{k}^{\mathrm{H}}\right| . \tag{1}
\end{equation*}
$$

Then $\tilde{\mathbf{h}}_{k}$ can be decomposed as [6]

$$
\begin{equation*}
\tilde{\mathbf{h}}_{k}=\cos \left(\angle\left(\tilde{\mathbf{h}}_{k}, \hat{\mathbf{h}}_{k}\right)\right) \hat{\mathbf{h}}_{k}+\sin \left(\angle\left(\tilde{\mathbf{h}}_{k}, \hat{\mathbf{h}}_{k}\right)\right) \mathbf{e}_{k} \tag{2}
\end{equation*}
$$

where $\mathbf{e}_{k}$ is a quantization error vector orthogonal to $\hat{\mathbf{h}}_{k}$. Note that the instantaneous channel magnitude information (CMI), i.e., $\left\|\mathbf{h}_{k}\right\|^{2}$, is a scalar and can be quantized easily [16]. In our simulations, we will show that even with average CMI only, i.e., $\mathbb{E}_{\left[\mathbf{h}_{k}\right]}\left\{\left\|\mathbf{h}_{k}\right\|^{2}\right\}$, the performance of the interested beamforming schemes is comparable with that achieved by perfect CMI. Therefore, in the following we concentrate on quantized CDI and assume average CMI at the BS. For notational brevity, we denote $A_{k}^{\text {ave }}=\mathbb{E}_{\left[\mathbf{h}_{k}\right]}\left\{\left\|\mathbf{h}_{k}\right\|^{2}\right\}$ hereafter.

Let $\mathbf{w}_{k} \in \mathbb{C}^{N \times 1}$ be the beamforming vector for UE $k$, then the signal received at UE $k$ can be written as

$$
\begin{align*}
y_{k} & =\mathbf{h}_{k} \mathbf{w}_{k} x_{k}+\sum_{j=1, j \neq k}^{K} \mathbf{h}_{k} \mathbf{w}_{j} x_{j}+n_{k} \\
& =\mathbf{h}_{k} \mathbf{W} \mathbf{x}+n_{k} \tag{3}
\end{align*}
$$

where $\mathbf{x}=\left[x_{1}, x_{2}, \ldots, x_{K}\right]^{\mathrm{T}}$ and $x_{k}$ is the data symbol intended for UE $k$. Without loss of generality, we assume that $\mathbf{x}$ satisfies $\mathbb{E}_{[\mathbf{x}]}\left\{\mathbf{x x}^{\mathrm{H}}\right\}=\mathbf{I}_{K}$. $n_{k}$ is a zero-mean circularly symmetric complex Gaussian (ZMCSCG) noise variable with $\mathbb{E}_{\left[n_{k}\right]}\left\{n_{k} n_{k}^{\mathrm{H}}\right\}=N_{0}$. In addition, $\mathbf{W}=\left[\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{K}\right]$ and it is subject to an average per-antenna transmit power constraint expressed as

$$
\begin{align*}
\mathbb{E}_{[\mathbf{x}]}\left\{\left[\mathbf{W} \mathbf{x}(\mathbf{W} \mathbf{x})^{\mathrm{H}}\right]_{n, n}\right\} & =\operatorname{tr}\left\{\mathbf{W} \mathbf{W}^{\mathrm{H}} \mathbf{A}_{n}\right\}  \tag{4}\\
& \leq P_{n}
\end{align*}
$$

where $\mathbf{A}_{n}(n \in\{1,2, \ldots, N\})$ is an $N$ by $N$ zero matrix except that the $n$-th diagonal element $\left(\mathbf{A}_{n}\right)_{n, n}=1$ and $P_{n}$ is the maximum transmission power of the $n$-th BS antenna. The sum of $P_{n}$ is denoted as the BS's maximum transmission power $P$, i.e., $P=\sum_{n=1}^{N} P_{n}$. By stacking the received signals of all UEs, we have

$$
\begin{equation*}
\mathbf{y}=\mathbf{H} \mathbf{W} \mathbf{x}+\mathbf{n}, \tag{5}
\end{equation*}
$$

where $\mathbf{y}=\left[y_{1}, y_{2}, \ldots, y_{K}\right]^{\mathrm{T}}, \mathbf{H}=\left[\mathbf{h}_{1}^{\mathrm{T}}, \mathbf{h}_{2}^{\mathrm{T}}, \ldots, \mathbf{h}_{K}^{\mathrm{T}}\right]^{\mathrm{T}}$ and $\mathbf{n}=$ $\left[n_{1}, n_{2}, \ldots, n_{K}\right]^{\mathrm{T}}$.

## III. Non-Robust Beamforming Schemes

For non-robust beamforming schemes, channel uncertainties due to CDI quantization errors are ignored [22], [25], [26]. Therefore, at the BS side, each UE's available channel vector information is expressed by $\check{\mathbf{h}}_{k}=\sqrt{A_{k}^{\text {ave }}} \hat{\mathbf{h}}_{k}$. In this section, we first discuss the non-robust ZF beamforming scheme with per-antenna power constraints, the results of which will serve as the benchmark for performance comparison. Then we introduce the non-robust optimal beamforming scheme with per-antenna power constraints, which will lead to our robust beamforming design to be addressed in the next section.

## A. The Non-Robust ZF Beamforming Scheme With Per-Antenna Power Constraints

The ZF beamforming is a well-known design for the downlink MU-MISO system, which aims to fully mitigate the interUE interference. Considering the maximization of the weighted sum-rate for an MU-MISO system, the authors of [25] ad-
dressed that the solution of the non-robust ZF beamforming under per-antenna power constraints, called the ZF-PA scheme in the sequel, should be found by solving a standard semidefinite programming (SDP) problem shown as

$$
\begin{align*}
\max _{\mathbf{Q}_{k} \in \mathbb{H}_{N}^{+}} & f\left(\left\{\mathbf{Q}_{k}\right\}\right)=\sum_{k=1}^{K} \alpha_{k} \log _{2}\left(1+\frac{\check{\mathbf{h}}_{k} \mathbf{Q}_{k} \check{\mathbf{h}}_{k}^{\mathrm{H}}}{N_{0}}\right) \\
\text { s.t. } & \operatorname{tr}\left\{\mathbf{Q}_{k} \check{\mathbf{h}}_{j}^{\mathrm{H}} \check{\mathbf{h}}_{j}\right\}=0, \quad j \in\{1, \ldots, K\} \text { and } j \neq k \\
& \sum_{k=1}^{K} \operatorname{tr}\left\{\mathbf{Q}_{k} \mathbf{A}_{n}\right\} \leq P_{n}, \quad n \in\{1, \ldots, N\} \tag{6}
\end{align*}
$$

where $\alpha_{k}$ is the weight on UE $k$ 's rate and $\mathbf{Q}_{k}=\mathbf{w}_{k} \mathbf{w}_{k}^{\mathrm{H}}$. The first and second sets of constraints in problem (6) represent the requirements of zero interference among UEs and per-antenna power limitation, respectively. Problem (6) is a convex optimization problem and its numerical solution can be obtained by the use of standard mathematical software [27]. Note that for the beamforming operation, an additional non-convex rank-one constraint should be imposed on each $\mathbf{Q}_{k}$. Fortunately, it has been proven in [25] that problem (6) always admits a solution with rank-one matrices. Thus, such rank-one constraints have been omitted in problem (6). Suppose that $\left\{\mathbf{Q}_{k}^{\mathrm{ZF}-\mathrm{PA}}\right\}$ is such rank-one matrix solution and $\mathbf{Q}_{k}^{\mathrm{ZF}-\mathrm{PA}}=\mathbf{q}_{k}^{\mathrm{ZF}-\mathrm{PA}}\left(\mathbf{q}_{k}^{\mathrm{ZF}-\mathrm{PA}}\right)^{\mathrm{H}}$, then the beamforming vector for UE $k$ in the ZF-PA scheme becomes $\mathbf{w}_{k}^{\mathrm{ZF}-\mathrm{PA}}=\mathbf{q}_{k}^{\mathrm{ZF}-\mathrm{PA}}$.

## B. The Non-Robust Optimal Beamforming With Per-Antenna Power Constraints

As for the non-robust optimal beamforming, we should directly maximize the weighted sum-rate under per-antenna power constraints, which will be referred to as the NROptPA scheme in the following. The corresponding optimization problem can be established as

$$
\max _{\mathbf{Q}_{k} \in \mathbb{H}_{N}^{+}} f\left(\left\{\mathbf{Q}_{k}\right\}\right)=\sum_{k=1}^{K} \alpha_{k} \log _{2}\left(1+\frac{\check{\mathbf{h}}_{k} \mathbf{Q}_{k} \check{\mathbf{h}}_{k}^{\mathrm{H}}}{\sum_{j \neq k} \check{\mathbf{h}}_{k} \mathbf{Q}_{j} \check{\mathbf{h}}_{k}^{\mathrm{H}}+N_{0}}\right)
$$

s.t. $\quad \sum_{k=1}^{K} \operatorname{tr}\left\{\mathbf{Q}_{k} \mathbf{A}_{n}\right\} \leq P_{n}, \quad n \in\{1, \ldots, N\} ;$

$$
\begin{equation*}
\operatorname{rank}\left\{\mathbf{Q}_{k}\right\}=1, \quad k \in\{1, \ldots, K\} \tag{7}
\end{equation*}
$$

In problem (7), $f\left(\left\{\mathbf{Q}_{k}\right\}\right)$ can also be redefined as $g(\hat{\mathbf{r}})=$ $\sum_{k=1}^{K} \alpha_{k} \hat{r}_{k}$ with regard to a vector $\hat{\mathbf{r}}=\left(\hat{r}_{1}, \hat{r}_{2}, \ldots, \hat{r}_{K}\right)$, where $\hat{r}_{k}$ is the BS's estimation on the rate of UE $k$ defined as $\hat{r}_{k}=\log _{2}\left(1+\left(\check{\mathbf{h}}_{k} \mathbf{Q}_{k} \check{\mathbf{h}}_{k}^{\mathrm{H}} /\left(\sum_{j \neq k} \check{\mathbf{h}}_{k} \mathbf{Q}_{j} \check{\mathbf{h}}_{k}^{\mathrm{H}}+N_{0}\right)\right)\right)$. Suppose that $\mathbf{Q}_{k}^{\text {NROpt-PA }}=\mathbf{q}_{k}^{\text {NROpt-PA }}\left(\mathbf{q}_{k}^{\text {NROpt-PA }}\right)^{\mathrm{H}}$ is the solution to problem (7). Then the beamforming vector for UE $k$ can be written as $\mathbf{w}_{k}^{\mathrm{NROpt}-\mathrm{PA}}=\mathbf{q}_{k}^{\mathrm{NROpt}-\mathrm{PA}}$.

Unfortunately, problem (7) is non-convex and cannot be solved in a straightforward way. Nevertheless, the maximum value of $f\left(\left\{\mathbf{Q}_{k}\right\}\right)$ does exist since the UE rate region of problem (7) is bounded. This is because that the per-antenna
transmission powers are strictly limited and the noise has a nonzero power so that each UE's rate is bounded even if no interUE interference exists. In [20] and [26], the authors addressed that problem (7) is a monotonic optimization problem because $g\left(\hat{\mathbf{r}}^{(1)}\right) \leq g\left(\hat{\mathbf{r}}^{(2)}\right)$ for any $\hat{\mathbf{r}}^{(1)} \leq \hat{\mathbf{r}}^{(2)}$. Thus, it can be solved using the polyblock algorithm [21], [22], which guarantees the convergence and global optimality of the solution. The basic idea of the polyblock algorithm is to gradually refine the outer boundary of the feasible region, thereby the upper-bound for the objective function will decrease continuously. The process is terminated when the upper-bound is achievable with a gap of $\varepsilon$, where $\varepsilon$ is the optimality tolerance parameter, taking a reasonably small value. Details of the polyblock algorithm to solve problem (7) is relegated to Appendix I.

## IV. The Proposed Robust Beamforming With Per-Antenna Power Constraints

In this section, we propose to adapt the NROpt-PA scheme [21], [22] discussed in Section III-B for the case of quantized CDI. As a result, we should take imperfect CDI into account when designing UEs' beamforming vectors. To be more specific, at the BS side, instead of using $\hat{\mathbf{h}}_{k}$ as the substitution for $\tilde{\mathbf{h}}_{k}, \tilde{\mathbf{h}}_{k}$ should be considered as a randomly-reconstructed normalized channel vector $\tilde{\mathbf{h}}_{k}^{\diamond}$, which is isotropically distributed around $\hat{\mathbf{h}}_{k}$.

## A. Problem Formulation

Similar to (2), the randomly-reconstructed normalized channel vector $\tilde{\mathbf{h}}_{k}^{\diamond}$ distributed around $\hat{\mathbf{h}}_{k}$ can be expressed as [6]

$$
\begin{equation*}
\tilde{\mathbf{h}}_{k}^{\diamond}=\sqrt{1-Z} \hat{\mathbf{h}}_{k}+\sqrt{Z} \mathbf{e}_{k}^{\diamond} \tag{8}
\end{equation*}
$$

where $\mathbf{e}_{k}^{\circ}$ is isotropically distributed in the $(N-1)$ dimensional nullspace of $\hat{\mathbf{h}}_{k}$ and the random variable $Z$ is defined as $Z=\sin ^{2}\left(\angle\left(\tilde{\mathbf{h}}_{k}^{\diamond}, \hat{\mathbf{h}}_{k}\right)\right)$. According to [6], when a RVQ codebook is considered, $Z$ follows the distribution of the minimum variable of $2^{B}$ i.i.d. beta $(N-1,1)$ random variables.

Since the deterministic expression of the performance measure $f\left(\left\{\mathbf{Q}_{k}\right\}\right)$ in problem (7) is no longer available due to the uncertainties in $\tilde{\mathbf{h}}_{k}^{\circ}$, it is logical to optimize the expectation of $f\left(\left\{\mathbf{Q}_{k}\right\}\right)$ over $\left[\tilde{\mathbf{h}}_{k}^{\diamond} \mid \hat{\mathbf{h}}_{k}\right](k \in\{1, \ldots, K\})$, i.e., $\mathbb{E}_{\left[\tilde{\mathbf{h}}_{k}^{\diamond} \mid \hat{\mathbf{h}}_{k}\right]}\left\{f\left(\left\{\mathbf{Q}_{k}\right\}\right)\right\}$, which can be computed according to the objective function in problem (7) as,

$$
\begin{align*}
& \mathbb{E}_{\left[\tilde{\mathbf{h}}_{k}^{\diamond} \mid \hat{\mathbf{h}}_{k}\right]}\left\{f\left(\left\{\mathbf{Q}_{k}\right\}\right)\right\} \\
& \quad=\sum_{k=1}^{K} \alpha_{k} \mathbb{E}_{\left[\tilde{\mathbf{h}}_{k}^{\diamond} \mid \hat{\mathbf{h}}_{k}\right]}\left\{\log _{2}\left(1+S I N R_{k}^{\diamond}\right)\right\}, \tag{9}
\end{align*}
$$

where

For brevity, we omit the subscription $\left[\tilde{\mathbf{h}}_{k}^{\diamond} \mid \hat{\mathbf{h}}_{k}\right]$ of $\mathbb{E}$ hereafter if the expectation operation is conducted over $\left[\tilde{\mathbf{h}}_{k}^{\diamond} \mid \hat{\mathbf{h}}_{k}\right]$. In the
respect of maximizing (9), the problem of the optimal robust beamforming with per-antenna power constraints is cast as

$$
\begin{align*}
\max _{\mathbf{Q}_{k} \in \mathbb{H}_{N}^{+}} & \mathbb{E}\left\{f\left(\left\{\mathbf{Q}_{k}\right\}\right)\right\} \\
\text { s.t. } & \sum_{k=1}^{K} \operatorname{tr}\left\{\mathbf{Q}_{k} \mathbf{A}_{n}\right\} \leq P_{n}, \quad n \in\{1, \ldots, N\} \\
& \operatorname{rank}\left\{\mathbf{Q}_{k}\right\}=1, \quad k \in\{1, \ldots, K\} \tag{11}
\end{align*}
$$

However, it is very difficult to handle problem (11) because (9) has no explicit expression. Here, we consider its upper-bound given by the Jensen's inequality as

$$
\begin{equation*}
\mathbb{E}\left\{\log _{2}\left(1+S I N R_{k}^{\diamond}\right)\right\} \leq \log _{2}\left(1+\mathbb{E}\left\{S I N R_{k}^{\diamond}\right\}\right) \tag{12}
\end{equation*}
$$

Based on (12), we can transform problem (11) into the following problem by maximizing the upper-bound for $\mathbb{E}\left\{f\left(\left\{\mathbf{Q}_{k}\right\}\right)\right\}$.

$$
\begin{align*}
\max _{\mathbf{Q}_{k} \in \mathbb{H}_{N}^{+}} & \tilde{f}\left(\left\{\mathbf{Q}_{k}\right\}\right)=\sum_{k=1}^{K} \alpha_{k} \log _{2}\left(1+\mathbb{E}\left\{S I N R_{k}^{\diamond}\right\}\right) \\
\text { s.t. } & \sum_{\substack{k=1}}^{K} \operatorname{tr}\left\{\mathbf{Q}_{k} \mathbf{A}_{n}\right\} \leq P_{n}, \quad n \in\{1, \ldots, N\} ; \\
& \operatorname{rank}\left\{\mathbf{Q}_{k}\right\}=1, \quad k \in\{1, \ldots, K\} . \tag{13}
\end{align*}
$$

Suppose that $\mathbf{Q}_{k}=\mathbf{q}_{k} \mathbf{q}_{k}^{\mathrm{H}}$ is the solution to problem (13), then the beamforming vector for UE $k$ becomes

$$
\begin{equation*}
\mathbf{w}_{k}=\mathbf{q}_{k} . \tag{14}
\end{equation*}
$$

In order to find the globally optimal solution for problem (13), we resort to the polyblock algorithm [21].

## B. An Upper-Bound for Each UE's Expected Rate

To apply the polyblock algorithm [21], we need to find an upper-bound for each UE's expected rate as an initialization step in the polyblock algorithm (see Appendix I for details on $\hat{\mathbf{r}}^{\mathrm{max}}$ ). Our results are presented in Theorem 1.

Theorem 1: UE $k$ 's expected rate is upper bounded by

$$
\begin{equation*}
\mathbb{E}\left\{\log _{2}\left(1+S I N R_{k}^{\diamond}\right)\right\} \leq \log _{2}\left(1+\mathbb{E}\left\{S I N R_{k}^{\diamond}\right\}\right) \leq \tilde{r}_{k}^{\max } \tag{15}
\end{equation*}
$$

where $\tilde{r}_{k}^{\max }=\log _{2}\left(1+\left(\left(A_{k}^{\text {ave }} P\left(1-2^{B} \beta\left(2^{B},(N /(N-1))\right)\right)\right)\right) /\right.$ $\left.N_{0}\right)$ and $\beta(x, y)$ is the beta function defined as $\beta(x, y)=$ $(\Gamma(x) \Gamma(y)) /(\Gamma(x+y))$, where $\Gamma(\cdot)$ denotes the gamma function [28].

Proof: See Appendix II.

## C. Construction of the Feasibility Test

For the polyblock algorithm to work, a feasibility test should be constructed to check whether a proposed UE rate-tuple is achievable [21] (see Appendix I for details). Considering an arbitrary rate-tuple $\tilde{\mathbf{r}}=\left(\tilde{r}_{1}, \tilde{r}_{2}, \ldots, \tilde{r}_{K}\right)$, based on problem (13) we construct the feasibility problem required in the polyblock algorithm as

$$
\begin{align*}
\text { find } & \mathbf{Q}_{k} \in \mathbb{H}_{N}^{+}, \quad k \in\{1, \ldots, K\} \\
\text { s.t. } & \log _{2}\left(1+\mathbb{E}\left\{S I N R_{k}^{\diamond}\right\}\right) \geq \tilde{r}_{k}, \quad k \in\{1, \ldots, K\} \\
& \sum_{k=1}^{K} \operatorname{tr}\left\{\mathbf{Q}_{k} \mathbf{A}_{n}\right\} \leq P_{n}, \quad n \in\{1, \ldots, N\} \\
& \operatorname{rank}\left\{\mathbf{Q}_{k}\right\}=1, \quad k \in\{1, \ldots, K\} \tag{16}
\end{align*}
$$

The first set of constraints in problem (16) is hard to deal with, due to the complicated mathematical form in (10). Here, we propose to tighten the first set of constraints in problem (16) as follows,

$$
\begin{align*}
& \log _{2}\left(1+\mathbb{E}\left\{S I N R_{k}^{\diamond}\right\}\right) \\
& \quad=\log _{2}\left(1+\mathbb{E}\left\{S I N R_{k}^{\diamond}\right\}\right) \\
& \quad=\log _{2}\left(1+\mathbb{E}\left\{\frac{A_{k}^{\text {ave }} \tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{k} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}}}{A_{k}^{\text {ave }} \sum_{j \neq k} \tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{j} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}}+N_{0}}\right\}\right) \\
& \quad \geq \log _{2}\left(1+\frac{A_{k}^{\text {ave }} \mathbb{E}\left\{\tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{k} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}}\right\}}{A_{k}^{\text {ave }} \mathbb{E}\left\{\sum_{j \neq k} \tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{j} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}}\right\}+N_{0}}\right) \\
& \quad \geq \tilde{r}_{k} . \tag{17}
\end{align*}
$$

Note that the inequality (a) in (17) comes from a non-trivial proposition, which is

$$
\begin{align*}
& \mathbb{E}\left\{\frac{A_{k}^{\text {ave }} \tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{k} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}}}{A_{k}^{\text {ave }} \sum_{j \neq k} \tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{j} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}}+N_{0}}\right\} \\
& \geq \frac{A_{k}^{\text {ave }} \mathbb{E}\left\{\tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{k} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}}\right\}}{A_{k}^{\text {ave }} \mathbb{E}\left\{\sum_{j \neq k} \tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{j} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}}\right\}+N_{0}} \tag{18}
\end{align*}
$$

The validity of (18) is explained in detail as follows. Suppose that the beamforming vector for $\mathrm{UE} k$ is decomposed into a general form as $\mathbf{w}_{k}=\sqrt{\tilde{P}_{k}} \tilde{\mathbf{w}}_{k}=\sqrt{\tilde{P}_{k}}\left(\beta_{k} \hat{\mathbf{h}}_{k}^{\mathrm{H}}+\sqrt{1-\left|\beta_{k}\right|^{2}} \mathbf{v}_{k}\right)$, where $\tilde{P}_{k}$ is the transmission power for UE $k, \tilde{\mathbf{w}}_{k}$ is UE $k$ 's normalized beamforming vector, $\mathbf{v}_{k}$ is a unit-norm vector orthogonal to $\hat{\mathbf{h}}_{k}^{\mathrm{H}}$ and $\beta_{k}$ is a complex value satisfying $\left|\beta_{k}\right| \in$
$[0,1]$ to make $\tilde{\mathbf{w}}_{k}$ a normalized vector. Then, from (8), we can obtain

$$
\begin{align*}
& A_{k}^{\text {ave }} \tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{k} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}} \\
& =A_{k}^{\text {ave }} \tilde{\mathbf{h}}_{k}^{\diamond} \sqrt{\tilde{P}_{k}} \tilde{\mathbf{w}}_{k} \sqrt{\tilde{P}_{k}} \tilde{\mathbf{w}}_{k}^{\mathrm{H}} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}} \\
& =A_{k}^{\text {ave }} \tilde{P}_{k}\left|\left(\sqrt{1-Z} \hat{\mathbf{h}}_{k}+\sqrt{Z} \mathbf{e}_{k}^{\diamond}\right)\left(\beta_{k} \hat{\mathbf{h}}_{k}^{\mathrm{H}}+\sqrt{1-\left|\beta_{k}\right|^{2}} \mathbf{v}_{k}\right)\right|^{2} \\
& =A_{k}^{\text {ave }} \tilde{P}_{k}\left|\sqrt{1-Z} \beta_{k}+\sqrt{Z} \sqrt{1-\left|\beta_{k}\right|^{2}} \mathbf{e}_{k}^{\diamond} \mathbf{v}_{k}\right|^{2} \tag{19}
\end{align*}
$$

In a similar way, we decompose $\mathbf{w}_{j}$ as $\mathbf{w}_{j}=\sqrt{\tilde{P}_{j}} \tilde{\mathbf{w}}_{j}=\sqrt{\tilde{P}_{j}}$ $\left(\beta_{j} \hat{\mathbf{h}}_{k}^{\mathrm{H}}+\sqrt{1-\left|\beta_{j}\right|^{2}} \mathbf{v}_{j}\right)$, and we can get

$$
\begin{align*}
& A_{k}^{\text {ave }} \sum_{j \neq k} \tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{j} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}} \\
& \quad=A_{k}^{\text {ave }} \sum_{j \neq k} \tilde{P}_{j}\left|\sqrt{1-Z} \beta_{j}+\sqrt{Z} \sqrt{1-\left|\beta_{j}\right|^{2}} \mathbf{e}_{k}^{\diamond} \mathbf{v}_{j}\right|^{2} \tag{20}
\end{align*}
$$

Note that in (19) and (20), $A_{k}^{\text {ave }}, P_{k}, P_{j}, \beta_{k}$, and $\beta_{j}$ are not random variables (RVs), while $Z, \mathbf{e}_{k}^{\diamond}, \mathbf{v}_{k}$, and $\mathbf{v}_{j}$ are treated as RVs because the considered expectation operator is with respect to $\left[\tilde{\mathbf{h}}_{k}^{\circ} \mid \hat{\mathbf{h}}_{k}\right]$ $(k \in\{1, \ldots, K\})$. From (19) and (20), $S I N R_{k}^{\diamond}$ can be derived as $S I N R_{k}^{\diamond}$

$$
\begin{align*}
& =\frac{A_{k}^{\text {ave }} \tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{k} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}}}{A_{k}^{\text {ave }} \sum_{j \neq k} \tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{j} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}}+N_{0}} \\
& =\frac{A_{k}^{\text {ave }} \tilde{P}_{k}\left|\sqrt{1-Z} \beta_{k}+\sqrt{Z} \sqrt{1-\left|\beta_{k}\right|^{2}} \mathbf{e}_{k}^{\diamond} \mathbf{v}_{k}\right|^{2}}{A_{k}^{\text {ave }} \sum_{j \neq k} \tilde{P}_{j}\left|\sqrt{1-Z} \beta_{j}+\sqrt{Z} \sqrt{1-\left|\beta_{j}\right|^{2}} \mathbf{e}_{k}^{\diamond} \mathbf{v}_{j}\right|^{2}+N_{0}} \tag{21}
\end{align*}
$$

For a conditional $Z$, we can compute $\mathbb{E}\left\{S I N R_{k}^{\diamond} \mid Z\right\}$ as in (22)-(26), shown at the bottom of the page.

$$
\begin{align*}
\mathbb{E}\left\{S I N R_{k}^{\diamond} \mid Z\right\}= & \mathbb{E}\left\{\left.\frac{A_{k}^{\text {ave }} \tilde{P}_{k}\left|\sqrt{1-Z} \beta_{k}+\sqrt{Z} \sqrt{1-\left|\beta_{k}\right|^{2}} \mathbf{e}_{k}^{\diamond} \mathbf{v}_{k}\right|^{2}}{A_{k}^{\text {ave }} \sum_{j \neq k} \tilde{P}_{j}\left|\sqrt{1-Z} \beta_{j}+\sqrt{Z} \sqrt{1-\left|\beta_{j}\right|^{2}} \mathbf{e}_{k}^{\diamond} \mathbf{v}_{j}\right|^{2}+N_{0}} \right\rvert\, Z\right\} \\
= & \mathbb{E}\left\{A_{k}^{\text {ave }} \tilde{P}_{k}\left|\sqrt{1-Z} \beta_{k}+\sqrt{Z} \sqrt{1-\left|\beta_{k}\right|^{2}} \mathbf{e}_{k}^{\diamond} \mathbf{v}_{k}\right|^{2} \mid Z\right\} \\
& \times \mathbb{E}\left\{\overline{A_{k}^{\text {ave }} \sum_{j \neq k} \tilde{P}_{j}\left|\sqrt{1-Z} \beta_{j}+\sqrt{Z} \sqrt{1-\left|\beta_{j}\right|^{2}} \mathbf{e}_{k}^{\diamond} \mathbf{v}_{j}\right|^{2}+N_{0}} \mid Z\right\}  \tag{22}\\
\geq & \mathbb{E}\left\{A_{k}^{\text {ave } \left.\tilde{P}_{k}\left|\sqrt{1-Z} \beta_{k}+\sqrt{Z} \sqrt{1-\left|\beta_{k}\right|^{2}} \mathbf{e}_{k}^{\diamond} \mathbf{v}_{k}\right|^{2} \mid Z\right\}} \mid\right. \\
& \times \frac{1}{\mathbb{E}\left\{A_{k}^{\text {ave }} \sum_{j \neq k} \tilde{P}_{j}\left|\sqrt{1-Z} \beta_{j}+\sqrt{Z} \sqrt{1-\left|\beta_{j}\right|^{2}} \mathbf{e}_{k}^{\diamond} \mathbf{v}_{j}\right|^{2}+N_{0} \mid Z\right\}}  \tag{23}\\
= & \frac{A_{k}^{\text {ave }} \tilde{P}_{k}\left[(1-Z)\left|\beta_{k}\right|^{2}+Z\left(1-\left|\beta_{k}\right|^{2}\right) \mathbb{E}\left\{\left|\mathbf{e}_{k}^{\diamond} \mathbf{v}_{k}\right|^{2}\right\}\right]}{A_{k}^{\text {ave }} \sum_{j \neq k} \tilde{P}_{j}\left[(1-Z)\left|\beta_{j}\right|^{2}+Z\left(1-\left|\beta_{j}\right|^{2}\right) \mathbb{E}\left\{\left|\mathbf{e}_{k}^{\diamond} \mathbf{v}_{j}\right|^{2}\right\}\right]+N_{0}}  \tag{24}\\
= & \frac{A_{k}^{\text {ave }} \tilde{P}_{k}\left|\beta_{k}\right|^{2}+Z A_{k}^{\text {ave }} \tilde{P}_{k}\left(\frac{1}{N-1}-\frac{N}{N-1}\left|\beta_{k}\right|^{2}\right)}{\left(A_{k}^{\text {ave }} \sum_{j \neq k} \tilde{P}_{j}\left|\beta_{j}\right|^{2}+N_{0}\right)+Z A_{k}^{\text {ave }} \sum_{j \neq k} \tilde{P}_{j}\left(\frac{1}{N-1}-\frac{N}{N-1}\left|\beta_{j}\right|^{2}\right)}  \tag{25}\\
\triangleq & \frac{a+b Z}{c+d Z} \tag{26}
\end{align*}
$$

In (26), we define $a=A_{k}^{\text {ave }} \tilde{P}_{k}\left|\beta_{k}\right|^{2}, b=A_{k}^{\text {ave }} \tilde{P}_{k}((1 / N-$ 1) $\left.-(N / N-1)\left|\beta_{k}\right|^{2}\right), c=A_{k}^{\text {ave }} \sum_{j \neq k} \tilde{P}_{j}\left|\beta_{j}\right|^{2}+N_{0}$, and $d=$ $A_{k}^{\text {ave }} \sum_{j \neq k} \tilde{P}_{j}\left((1 / N-1)-(N / N-1)\left|\beta_{j}\right|^{2}\right)$. Equation (22) follows from the fact that $\mathbf{e}_{k}^{\diamond} \mathbf{v}_{k}$ are $\mathbf{e}_{k}^{\diamond} \mathbf{v}_{j}$ are independently distributed. Inequality (23) is obtained because $\mathbb{E}\{(1 / x)\} \geq$ $(1 / \mathbb{E}\{x\})$ for $x>0$ due to the convexity of $1 / x$. Equation (24) is obtained because the phases of $\mathbf{e}_{k}^{\diamond} \mathbf{v}_{k}$ and $\mathbf{e}_{k}^{\diamond} \mathbf{v}_{j}$ are independently distributed with regard to $\beta_{k}$ and $\beta_{j}$, respectively. And thus the expected product of $\mathbf{e}_{k}^{\diamond} \mathbf{v}_{k}$ and $\beta_{k}$, and that of $\mathbf{e}_{k}^{\diamond} \mathbf{v}_{j}$ and $\beta_{j}$ are zero. Equation (25) is calculated according to the results in [6] that $\mathbb{E}\left\{\left|\mathbf{e}_{k}^{\diamond} \mathbf{v}_{k}\right|^{2}\right\}=\mathbb{E}\left\{\left|\mathbf{e}_{k}^{\diamond} \mathbf{v}_{j}\right|^{2}\right\}=(1 / N-1)$. Furthermore, we have $\mathbb{E}\left\{S I N R_{k}^{\diamond}\right\}=\mathbb{E}_{[Z]}\left\{\mathbb{E}\left\{S I N R_{k}^{\diamond} \mid Z\right\}\right\}=$ $\mathbb{E}_{[Z]}\{(a+b Z) /(c+d Z)\}$. Additionally, from the definition in (26), we have

$$
\begin{align*}
\mathbb{E}\left\{A_{k}^{\text {ave }} \tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{k} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}}\right\} & =\mathbb{E}_{[Z]}\left\{\mathbb{E}\left\{A_{k}^{\text {ave }} \tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{k} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}} \mid Z\right\}\right\} \\
& =\mathbb{E}_{[Z]}\{a+b Z\}, \tag{27}
\end{align*}
$$

and

$$
\begin{align*}
& \mathbb{E}\left\{A_{k}^{\text {ave }} \sum_{j \neq k} \tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{j} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}}+N_{0}\right\} \\
& \quad=\mathbb{E}_{[Z]}\left\{\mathbb{E}\left\{A_{k}^{\text {ave }} \sum_{j \neq k} \tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{j} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}}+N_{0} \mid Z\right\}\right\} \\
& \quad=\mathbb{E}_{[Z]}\{c+d Z\} . \tag{28}
\end{align*}
$$

In general, there is no obvious numerical relationship between $\mathbb{E}_{[Z]}\{(a+b Z) /(c+d Z)\}$ and $\left(\mathbb{E}_{[Z]}\{a+b Z\}\right) /\left(\mathbb{E}_{[Z]}\{c+\right.$ $d Z\})$ since $a+b Z / c+d Z$ is neither a convex function nor a concave one. Nevertheless, considering reasonable precoding operations in practical networks, we propose the following Lemma.
Lemma 2: If $\sum_{j \neq k}\left|\beta_{j}\right|^{4} \leq\left(1 / N^{2}\right) \leq\left|\beta_{k}\right|^{4}$, then $\mathbb{E}_{[Z]}\{(a+$ $b Z) /(c+d Z)\} \geq\left(\mathbb{E}_{[Z]}\{a+b Z\}\right) /\left(\mathbb{E}_{[Z]}\{c+d Z\}\right)$.

Proof: See Appendix III.
Based on Lemma 2, we can conclude that (17) and (18) are true if $\sum_{j \neq k}\left|\beta_{j}\right|^{4} \leq\left(1 / N^{2}\right) \leq\left|\beta_{k}\right|^{4}$. Note that such conditions are reasonable for practical precoding operations. On one hand, $\left|\beta_{k}\right|^{4} \geq\left(1 / N^{2}\right)$ indicates that the beamforming vector of UE $k$ should be roughly aligned with $\hat{\mathbf{h}}_{k}$ so that the
power of the useful signal could be fairly large. On the other hand, $\sum_{j \neq k}\left|\beta_{j}\right|^{4} \leq\left(1 / N^{2}\right)$ implies that $\left|\beta_{j}\right|^{2}$ should be relatively small, which is the typical case in reasonable precoding schemes that the expected inter-UE interference leakage should be kept low.

From (17) and Lemma 2, we re-formulate problem (16) as

$$
\begin{array}{ll}
\text { find } & \mathbf{Q}_{k} \in \mathbb{H}_{N}^{+}, \quad k \in\{1, \ldots, K\} \\
\text { s.t. } & \frac{A_{k}^{\text {ave }} \mathbb{E}\left\{\tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{k} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}}\right\}}{A_{k}^{\text {ave }} \sum_{j \neq k} \mathbb{E}\left\{\tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{j} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}}\right\}+N_{0}} \geq\left(2^{\tilde{r}_{k}}-1\right) ; \\
& \sum_{k=1}^{K} \operatorname{tr}\left\{\mathbf{Q}_{k} \mathbf{A}_{n}\right\} \leq P_{n}, \quad n \in\{1, \ldots, N\} ; \\
& \operatorname{rank}\left\{\mathbf{Q}_{k}\right\}=1, \quad k \in\{1, \ldots, K\} . \tag{29}
\end{array}
$$

In problem (29), $\mathbb{E}\left\{\tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{k} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}}\right\}$ can be computed as (30), shown at the bottom of the page.

In (30), the equation (a) is obtained according to the result in [8] that $\mathbb{E}\left\{\mathbf{e}_{k}^{\diamond \mathrm{H}} \mathbf{e}_{k}^{\diamond}\right\}=(1 / N-1)\left(\mathbf{I}_{N}-\hat{\mathbf{h}}_{k}^{\mathrm{H}} \hat{\mathbf{h}}_{k}\right)$. Besides, $\mathbf{U}_{k}$ is denoted as $\mathbf{U}_{k}=(1-(N \mathbb{E}\{Z\} /(N-1))) \hat{\mathbf{h}}_{k}^{\mathrm{H}} \hat{\mathbf{h}}_{k}+(\mathbb{E}\{Z\} /(N-1)) \mathbf{I}_{N}$, where $\mathbb{E}\{Z\}$ can be calculated using (44) and $\mathrm{U}_{k}$ is positive definite because of (45). From (30), we can also get $\mathbb{E}\left\{\tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{j} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}}\right\}=\operatorname{tr}\left\{\mathbf{Q}_{j} \mathbf{U}_{k}\right\}$. Note that unlike (19), the calculation in (30) retains the semi-definite matrix form of $\mathbf{Q}_{k}$, which is required in solving SDP problems such as problem (29).

## D. Transformation of the Feasibility Test

Apparently problem (29) is non-convex due to the rankone constraints. Here, we apply the SDP relaxation [29] by dropping the rank-one constraints on $\left\{\mathbf{Q}_{k}\right\}$ and transform it into a convex one shown as
find $\quad \mathbf{Q}_{k} \in \mathbb{H}_{N}^{+}, \quad k \in\{1, \ldots, K\}$
$\begin{array}{ll}\text { s.t. } & A_{k}^{\text {ave }} \operatorname{tr}\left\{\mathbf{Q}_{k} \mathbf{U}_{k}\right\} \geq\left(2^{\tilde{r}_{k}}-1\right)\left(A_{k}^{\text {ave }} \sum_{j \neq k} \operatorname{tr}\left\{\mathbf{Q}_{j} \mathbf{U}_{k}\right\}+N_{0}\right) ; \\ & \sum_{k=1}^{K} \operatorname{tr}\left\{\mathbf{Q}_{k} \mathbf{A}_{n}\right\} \leq P_{n}, \quad n \in\{1, \ldots, N\} .\end{array}$

$$
\begin{align*}
\mathbb{E}\left\{\tilde{\mathbf{h}}_{k}^{\diamond} \mathbf{Q}_{k} \tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}}\right\} & =\mathbb{E}\left\{\operatorname{tr}\left\{\mathbf{Q}_{k}\left(\tilde{\mathbf{h}}_{k}^{\diamond \mathrm{H}} \tilde{\mathbf{h}}_{k}^{\diamond}\right)\right\}\right\} \\
& =\mathbb{E}\left\{\operatorname{tr}\left\{\mathbf{Q}_{k}\left[\left(\sqrt{1-Z} \hat{\mathbf{h}}_{k}+\sqrt{Z} \mathbf{e}_{k}^{\diamond}\right)^{\mathrm{H}}\left(\sqrt{1-Z} \hat{\mathbf{h}}_{k}+\sqrt{Z} \mathbf{e}_{k}^{\diamond}\right)\right]\right\}\right\} \\
& =\operatorname{tr}\left\{\mathbf{Q}_{k}\left(\mathbb{E}\{1-Z\} \hat{\mathbf{h}}_{k}^{\mathrm{H}} \hat{\mathbf{h}}_{k}+\mathbb{E}\{Z\} \mathbb{E}\left\{\mathbf{e}_{k}^{\diamond \mathrm{H}} \mathbf{e}_{k}^{\diamond}\right\}\right)\right\} \\
& \stackrel{(\mathrm{a})}{=} \operatorname{tr}\left\{\mathbf{Q}_{k}\left[(1-\mathbb{E}\{Z\}) \hat{\mathbf{h}}_{k}^{\mathrm{H}} \hat{\mathbf{h}}_{k}+\frac{\mathbb{E}\{Z\}}{N-1}\left(\mathbf{I}_{N}-\hat{\mathbf{h}}_{k}^{\mathrm{H}} \hat{\mathbf{h}}_{k}\right)\right]\right\} \\
& =\operatorname{tr}\left\{\mathbf{Q}_{k}\left[\left(1-\frac{N \mathbb{E}\{Z\}}{N-1}\right) \hat{\mathbf{h}}_{k}^{\mathrm{H}} \hat{\mathbf{h}}_{k}+\frac{\mathbb{E}\{Z\}}{N-1} \mathbf{I}_{N}\right]\right\} \\
& =\operatorname{tr}\left\{\mathbf{Q}_{k} \mathbf{U}_{k}\right\} \tag{30}
\end{align*}
$$

It should be noted that although problem (31) exhibits similar forms compared with a previously treated problem in [30], which is shown in (41) (see Appendix I for more details), the statement for problem (41) that the optimization problem always has a solution of rank-one matrices [30] does not hold for problem (31). The detailed reason is explained as follows.

According to [30], for any solution of problem (41) containing a certain matrix $\mathbf{Q}_{k}^{*}$ with rank higher than one, $\mathbf{Q}_{k}^{*}$ can be replaced by an alternative matrix $\mathbf{Q}_{k}^{* *}$, which is the solution to the sub-problem expressed as

$$
\begin{align*}
\max _{\mathbf{Q}_{k} \in \mathbb{H}_{N}^{+}} & \check{\mathbf{h}}_{k} \mathbf{Q}_{k} \check{\mathbf{h}}_{k}^{\mathrm{H}} \\
\text { s.t. } & \operatorname{tr}\left\{\mathbf{Q}_{k} \check{\mathbf{h}}_{j}^{\mathrm{H}} \check{\mathbf{h}}_{j}\right\} \leq \operatorname{tr}\left\{\mathbf{Q}_{k}^{*} \check{\mathbf{h}}_{j}^{\mathrm{H}} \check{\mathbf{h}}_{j}\right\}, j \neq k ; \\
& \operatorname{tr}\left\{\mathbf{Q}_{k} \mathbf{A}_{n}\right\} \leq \operatorname{tr}\left\{\mathbf{Q}_{k}^{*} \mathbf{A}_{n}\right\} . \tag{32}
\end{align*}
$$

Problem (32) tries to maximize the signal power of UE $k$ with neither more inter-UE interference nor more per-antenna power consumption than those of $\mathbf{Q}_{k}^{*}$. Thus, the solution $\mathbf{Q}_{k}^{* *}$ to problem (32) is also a solution to problem (41) because $\mathbf{Q}_{k}^{* *}$ is feasible and no worse than $\mathbf{Q}_{k}^{*}$ for problem (41). Furthermore, Lemma 1 of [25] guarantees that $\mathbf{Q}_{k}^{* *}$ is always rank-one, and hence $\mathbf{Q}_{k}^{* *}$ is also the solution to the original feasibility problem (40). However, in problem (31), $\operatorname{tr}\left\{\mathbf{Q}_{k} \mathbf{U}_{k}\right\}$ cannot be written in a quadratic form such as $\check{\mathbf{h}}_{k} \mathbf{Q}_{k} \check{\mathbf{h}}_{k}^{\mathrm{H}}$, so that the method to find an alternative solution of rank-one matrices based on Lemma 1 of [25] does not work here. Therefore, the transformed problem (31) is not equivalent to the feasibility problem (29). To make the solution of problem (31) valid for problem (29), we need to extract an approximate solution of rank-one matrices from that of problem (31). An effective way to perform the task is the randomization technique, which interprets an SDP problem as a stochastic quadratically constrained quadratic program (QCQP) problem [31]. However, it is not easy to simultaneously draw $K$ rank-one beamforming matrices from the solution of problem (31) because all $\mathbf{Q}_{k} \mathrm{~s}$ are intertwined in the constraints. Hence, in order to efficiently apply the randomization technique, similar to problem (32), we also propose an SDP sub-problem represented as

$$
\begin{align*}
\max _{\mathbf{Q}_{k} \in \mathbb{H}_{N}^{+}} & \operatorname{tr}\left\{\mathbf{Q}_{k} \mathbf{U}_{k}\right\} \\
\text { s.t. } & \operatorname{tr}\left\{\mathbf{Q}_{k} \mathbf{U}_{j}\right\} \leq \operatorname{tr}\left\{\tilde{\mathbf{Q}}_{k}^{*} \mathbf{U}_{j}\right\}, j \neq k \\
& \operatorname{tr}\left\{\mathbf{Q}_{k} \mathbf{A}_{n}\right\} \leq \operatorname{tr}\left\{\tilde{\mathbf{Q}}_{k}^{*} \mathbf{A}_{n}\right\} \tag{33}
\end{align*}
$$

where $\left\{\tilde{\mathbf{Q}}_{k}^{*}\right\}$, possibly containing multi-rank matrices, is the solution to problem (31). The purpose of introducing problem (33) is to find an alternative solution with rank-one matrices for problem (31) in a decoupled way, i.e., only a single $\mathbf{Q}_{k}$ is treated in problem (33), so that the randomization technique can be applied on a per-UE basis. Like problem (32), problem (33) also aims at maximizing the useful signal of UE $k$ with neither more inter-UE interference nor more perantenna power consumption than $\tilde{\mathbf{Q}}_{k}^{*}$. Therefore, as long as the transformed feasibility problem (31) has a solution $\tilde{\mathbf{Q}}_{k}^{*}$, problem (33) can generate another solution for problem (31) denoted as $\tilde{\mathbf{Q}}_{k}^{* *}$ to supersede $\tilde{\mathbf{Q}}_{k}^{*}$.

## E. Solution of the Feasibility Test

It should be noted that in [32], the authors proved that the solution of an SDP problem such as problem (33) is rank-one only if it has at most three constraints. However, problem (33) has $N+K-1$ constraints, which is in general larger than three. Therefore, we consider the randomization technique [31] to find the rank-one matrix solution for problem (33). Suppose that $\tilde{\mathbf{Q}}_{k}^{* *}$ is a matrix with rank higher than one. Then according to [31], we can generate a random vector $\tilde{\mathbf{q}}_{k} \sim \mathcal{N}\left(\mathbf{0}, \tilde{\mathbf{Q}}_{k}^{* *}\right)$ and scale it by a factor $\rho$ to ensure no violation of the constraints in problem (33), i.e.,

$$
\begin{equation*}
\mathbf{q}_{k}=\rho \tilde{\mathbf{q}}_{k} \tag{34}
\end{equation*}
$$

where $\rho$ can be computed as

$$
\begin{equation*}
\rho=\min _{j, n}\left(\sqrt{\frac{\operatorname{tr}\left\{\tilde{\mathbf{Q}}_{k}^{*} \mathbf{U}_{j}\right\}_{j \neq k}}{\operatorname{tr}\left\{\tilde{\mathbf{q}}_{k} \tilde{\mathbf{q}}_{k}^{\mathrm{H}} \mathbf{U}_{j}\right\}_{j \neq k}}}, \sqrt{\frac{\operatorname{tr}\left\{\tilde{\mathbf{Q}}_{k}^{*} \mathbf{A}_{n}\right\}}{\operatorname{tr}\left\{\tilde{\mathbf{q}}_{k} \tilde{\mathbf{q}}_{k}^{\mathrm{H}} \mathbf{A}_{n}\right\}}}\right) \tag{35}
\end{equation*}
$$

Now $\mathbf{q}_{k} \mathbf{q}_{k}^{\mathrm{H}}$ becomes an approximate rank-one matrix solution for the feasibility problem (29). The vector randomization process is repeated by $L_{\text {rand }}$ times and we select the vector that gives the largest performance measure for problem (33) as a final solution, i.e.,

$$
\begin{equation*}
\mathbf{q}_{k}^{* *}=\underset{\mathbf{q}_{k}^{(i)}, i \in\left\{1,2, \ldots, L_{\mathrm{rand}}\right\}}{\arg \max }\left(\operatorname{tr}\left\{\mathbf{q}_{k}^{(i)} \mathbf{q}_{k}^{(i) \mathrm{H}} \mathbf{U}_{k}\right\}\right) \tag{36}
\end{equation*}
$$

According to [31], the extracted rank-one solution is in general a good approximation of the original solution as long as $L_{\mathrm{rand}}$ is sufficiently large.

## F. Algorithm Summary

With the problem (16) for feasibility test in the polyblock algorithm being re-formulated as problem (29), then being transformed into problem (31), and finally being solved in problem (33) by means of the randomization technique, we can summarize the proposed scheme in Algorithm 1, which will be referred to as the robust beamforming based on the polyblock algorithm with per-antenna power constraints (shorten as the RPb-PA scheme in the sequel). An important note on the core part of Algorithm 1, i.e., finding the solution to problem (33), is that it implies a robust design of precoding. To be more specific, in the first set of constraints in problem (33), let us denote $\tilde{\gamma}_{k, j}=\operatorname{tr}\left\{\tilde{\mathbf{Q}}_{k}^{*} \mathbf{U}_{j}\right\}$ and decompose $\tilde{\gamma}_{k, j}$ as $\tilde{\gamma}_{k, j}=\gamma_{k, j} p_{\text {leak }}$, where $p_{\text {leak }}$ and $\gamma_{k, j}$ will later be respectively interpreted as a certain probability of inter-UE interference leakage (e.g., 90\%) and a leakage threshold for interference from UE $k$ to UE $j$. We can rewrite the first set of constraints in problem (33) as

$$
\begin{equation*}
\operatorname{tr}\left\{\mathbf{Q}_{k} \mathbf{U}_{j}\right\} \leq \gamma_{k, j} p_{\text {leak }}, \quad j \in\{1, \ldots, K\} \text { and } j \neq k \tag{37}
\end{equation*}
$$

According to Proposition 1 in [11], (37) is a sufficient condition for the following guaranteed performance of interference leakage,
$\operatorname{Pr}\left\{\mathbf{w}_{k}^{\mathrm{H}} \mathbf{U}_{j} \mathbf{w}_{k} \geq \gamma_{k, j}\right\} \leq p_{\text {leak }}, \quad j \in\{1, \ldots, K\}$ and $j \neq k$.

Now in (38), $p_{\text {leak }}$ is a given probability (e.g., $90 \%$ ) of the concerned large leakage event expressed in mathematics as $\mathbf{w}_{k}^{\mathrm{H}} \mathbf{U}_{j} \mathbf{w}_{k} \geq \gamma_{k, j}$. As a result, problem (33) implicitly provides a probabilistic guarantee that the resulting interference leakage of our design is below a certain level by a given probability. Note that (38) still holds when $\tilde{\mathbf{Q}}_{k}^{*}$ is rank-one. Thus, the robustness of the proposed scheme always exists.

Algorithm 1 The proposed RPb-PA scheme

Step 1: Initialization

- Compute $\tilde{\mathbf{r}}^{\text {max }}=\left(\tilde{r}_{1}^{\max }, \tilde{r}_{2}^{\max }, \ldots, \tilde{r}_{K}^{\max }\right)$ using (15) in Theorem 1.
- Construct the set containing the outer boundary ratetuples: $\mathcal{V}^{(1)}=\left\{\tilde{\mathbf{r}}^{\max }\right\}$.
- Set the feasible rate-tuple $\tilde{\mathbf{r}}^{\text {inner }}=\mathbf{0}$ and $l=1$.

Step 2: Iteration

- $\tilde{\mathbf{r}}^{\text {outer }}=\arg \max \left\{g(\tilde{\mathbf{r}}) \mid \tilde{\mathbf{r}} \in \mathcal{V}^{(l)}\right\}$.
- Find the intersection point of the boundary of the achievable rate region with the segment between $\mathbf{0}$ and $\tilde{\mathbf{r}}^{\text {outer }}$ by the bisection method. The problem is formulated as follows and its solution is denoted as $t^{\mathrm{opt}}$.

$$
\max \quad t \in[0,1)
$$

s.t. Problem (31) is feasible with $t \tilde{\mathbf{r}}^{\text {outer }}$.

- $\tilde{\mathbf{r}}^{(l)}=t^{\text {opt }} \tilde{\mathbf{r}}^{\text {outer }}$ and $\tilde{\mathbf{r}}^{\text {inner }}=\arg \max \left\{g\left(\tilde{\mathbf{r}}^{\text {inner }}\right), g\left(\tilde{\mathbf{r}}^{(l)}\right)\right\}$.
- If $g\left(\tilde{\mathbf{r}}^{\text {inner }}\right)+\varepsilon \geq g\left(\tilde{\mathbf{r}}^{\text {outer }}\right)$, terminate the iteration and go to Step 4;
Else, update $\mathcal{V}^{(l+1)}$ as $\mathcal{V}^{(l+1)}=\left(\mathcal{V}^{(l)} \backslash\left\{\tilde{\mathbf{r}}^{\text {outer }}\right\}\right) \cup$ $\left\{\tilde{\mathbf{r}}^{\text {outer }, k} \mid k=1,2, \ldots, K\right\}$, where $\quad \tilde{\mathbf{r}}^{\text {outer }, k}=\left(\tilde{r}_{1}^{\text {outer }}\right.$, $\left.\tilde{r}_{2}^{\text {outer }}, \ldots, \tilde{r}_{k}^{\text {inner }}, \ldots, \tilde{r}_{K}^{\text {outer }}\right)$. Then eliminate the ratetuples in $\mathcal{V}^{(l+1)}$ that are not Pareto optimal, i.e., $\forall \tilde{\mathbf{r}}$ satisfying $\left\{\tilde{\mathbf{r}} \leq \tilde{\mathbf{r}}^{\prime} \mid \tilde{\mathbf{r}}, \tilde{\mathbf{r}}^{\prime} \in \mathcal{V}^{(l+1)}, \tilde{\mathbf{r}} \neq \tilde{\mathbf{r}}^{\prime}\right\}$.
Step 3: Termination
- $l=L_{\max }$, where $L_{\max }$ is the maximum iteration number. Go to Step 4;

Else, $l=l+1$, return to Step 2.
Step 4: Output

- Solve problem (31) on condition of $\tilde{\mathbf{r}}^{\text {inner }}$ and obtain the solution $\left\{\tilde{\mathbf{Q}}_{k}^{*}\right\}$.
- For each $\tilde{\mathbf{Q}}_{k}^{*}$ that is not rank-one, solve problem (33) on condition of $\tilde{\mathbf{Q}}_{k}^{*}$ and obtain its solution $\tilde{\mathbf{Q}}_{k}^{* *}$. For other $\tilde{\mathbf{Q}}_{k}^{*}, \operatorname{set} \tilde{\mathbf{Q}}_{k}^{* * *}=\tilde{\mathbf{Q}}_{k}^{*}$.
- For each $\tilde{\mathbf{Q}}_{\tilde{\sim}}^{* *}$ that is not rank-one, use (34)-(36) to obtain $\mathbf{q}_{k}^{* *}$ and set $\tilde{\mathbf{Q}}_{k}^{* * *}=\mathbf{q}_{k}^{* *} \mathbf{q}_{k}^{* * \mathrm{H}}$. For other $\tilde{\mathbf{Q}}_{k}^{* *}$, set $\tilde{\mathbf{Q}}_{k}^{* * *}=\tilde{\mathbf{Q}}_{k}^{* *}$.
- Output $\tilde{\mathbf{Q}}_{k}^{* * *}$ as the solution to problem (13) and get UEs' beamforming vectors according to (14).

In Algorithm 1, Step 2 refines the outer boundary rate-tuple $\tilde{\mathbf{r}}^{\text {outer }}$ to a inner feasible rate tuple $\tilde{\mathbf{r}}^{\text {inner }}$ in the polyblock algorithm [21] using the bisection search, which is operated by iteratively checking whether problem (31) is feasible with an updated $t$ for $L_{\mathrm{bi}}$ times, resulting in a numerical precision of $1 / 2^{L_{\mathrm{bi}}}$ for $t$. The boundary refinery process is stopped when
$g\left(\tilde{\mathbf{r}}^{\text {outer }}\right)$ converges to $g\left(\tilde{\mathbf{r}}^{\text {inner }}\right)$ with a gap of $\varepsilon$. As explained earlier, it should be noted that in some very recent works [11], [12], the authors directly proposed an optimization problem, which bears some similarity to our problem (33), from the perspective of probabilistic leakage control that $\operatorname{tr}\left\{\mathbf{Q}_{k} \mathbf{U}_{j}\right\}$ can be interpreted as interference leakage form UE $k$ to $j$. The problem in [11] and [12] is described as

$$
\begin{align*}
\max _{\mathbf{Q}_{k} \in \mathbb{H}_{N}^{+}} & \operatorname{tr}\left\{\mathbf{Q}_{k} \mathbf{U}_{k}\right\} \\
\text { s.t. } & \sum^{K} \operatorname{tr}\left\{\mathbf{Q}_{k} \mathbf{U}_{j}\right\} \leq p_{\text {leak }} \gamma_{k} \\
& \operatorname{tr}\left\{\mathbf{Q}_{k}\right\} \leq \tilde{P}_{k} \tag{39}
\end{align*}
$$

where $p_{\text {leak }}$ is a given probability of the event that the expected leakage power exceeds a threshold $\gamma_{k}$. Considering that there are only two constraints in problem (39), its solution is always a rank-one matrix [32]. In the following, the robust beamforming scheme based on problem (39) will be referred to as the probabilistic leakage control (PLC) scheme. As opposed to the proposed accurate per-UE-pair leakage control based on $\tilde{\mathbf{Q}}_{k}^{*}$ in problem (33), a rough constraint on the sum of the expected leakage power from UE $k$ to the other UEs is applied in problem (39) of the PLC scheme. Besides, per-UE power constraints are considered in problem (39) while we adopt a more realistic per-antenna power constraints in problem (33). It should be noted that the parameters $p_{\text {leak }}$ and $\gamma_{k}$ are determined using empirical methods in [11] and [12], which cannot guarantee a good performance for each channel realization. On the other hand, $\tilde{\mathbf{Q}}_{k}^{*}$ in our problem (33) is derived iteratively based on the polyblock algorithm, which is able to well exploit the available CDI and thus the proposed $\mathrm{RPb}-\mathrm{PA}$ scheme should deliver a better performance than the PLC scheme. However, the RPb-PA scheme apparently involves much more computational complexity compared with the PLC scheme. In the next section, we will show the performance and complexity of the interested schemes by means of computer simulations.

## V. Simulation Results and Discussions

In this section, we present simulation results to compare the average weighted sum-rate performance of the ZFPA, NROpt-PA, PLC and the proposed RPb-PA schemes. The simulation parameters are configured as $(N, K)=(4,4)$, $\left[\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}\right]=[2,2,1,1], P_{k}=(P / N)$ and the number of CDI feedback bits $B=4,8,12$, or 16 . For the PLC scheme, $\gamma_{k}$ and $p_{\text {leak }}$ are respectively set to 0.9 and 0.05 as in [12]. Besides, equal power allocation among UEs, i.e., $\tilde{P}_{k}=(P / K)$, which may violate the per-antenna constraints, is employed for the PLC scheme because that the power allocation issue was not treated in [11] or [12]. In the NROpt-PA and the proposed RPb-PA schemes, $L_{\mathrm{bi}}=7, \varepsilon=0.1$, and $L_{\max }=$ 100. In addition, for the randomization technique in the $\mathrm{RPb}-$ PA scheme, $L_{\text {rand }}=1000$. Moreover, we define the BS's SNR as $S N R=P / N_{0}$. All channels are assumed to experience uncorrelated Rayleigh fading and the entries of $\mathbf{h}_{k}$ are i.i.d. ZMCSCG random variables with unit variance. The results are averaged over 10000 independent channel realizations.


Fig. 2. Verification of the conditions of Lemma 2.


Fig. 3. Asymptotic average weighted sum-rate with various $B$ and perfect CMI.

## A. Verification of the Conditions of Lemma 2

First, we need to verify the conditions of Lemma 2 so that the transformation of problem (16) into problem (29) is valid for the proposed $\mathrm{RPb}-\mathrm{PA}$ scheme. The cumulative density functions (CDFs) of $\left|\beta_{k}\right|^{4}$ and $\sum_{j \neq k}\left|\beta_{j}\right|^{4}$ when $S N R=10 \mathrm{~dB}$ are plotted in Fig. 2. As can be seen from Fig. 2, the probability that $\left|\beta_{k}\right|^{4} \geq\left(1 / N^{2}\right)$ (the first condition of Lemma 2) is very high in the proposed precoding scheme, which ensures good reception quality of the useful signals. Moreover, the second condition of Lemma 2 is also verified by showing that $\sum_{j \neq k}\left|\beta_{j}\right|^{4} \leq$ $\left(1 / N^{2}\right)$ is true with a high probability in Fig. 2.

## B. Asymptotic Performance of the Proposed Scheme

In Fig. 3, we investigate the average weighted sum-rate performance of the NROpt-PA and RPb-PA schemes with various $B$ under perfect CMI. Here, perfect CMI means that $A_{k}^{\text {ave }}$ is replaced with $\left\|\mathbf{h}_{k}\right\|^{2}$ in the corresponding formulae throughout this paper. It is safe to state that when $B$ goes to infinity, the average weighted sum-rate of the considered system should attain its maximum value using the NROpt-PA scheme, since


Fig. 4. Average weighted sum-rate of the RPb-PA scheme with perfect and average CMI for various $B$.
it is theoretically optimal in the case of perfect CSI. As can be observed from Fig. 3, the NROpt-PA scheme with infinite $B$ indeed gives the performance upper-bound and the performance of the proposed $\mathrm{RPb}-\mathrm{PA}$ scheme approaches the upper-bound very quickly as $B$ increases. In particular, when $B=16$ and $S N R=10 \mathrm{~dB}$, the performance gap between the proposed $\mathrm{RPb}-\mathrm{PA}$ scheme and the NROpt-PA scheme with $B=\infty$ is less than $1 \mathrm{bps} / \mathrm{Hz}$, which shows superior performance of the proposed scheme. It should be noted that when $B$ becomes larger the performance gain offered by the proposed $\mathrm{RPb}-\mathrm{PA}$ scheme over the NROpt-PA scheme reduces. This is because that the channel uncertainties gradually diminish as $B$ increases, so that when $B$ is sufficiently large, the expectation operation will lose its purpose in problem (13), which will then degenerate to problem (7) of the NROpt-PA scheme.

## C. Impact of Imperfect CMI

To study the impact of imperfect CMI on the system performance, in Fig. 4 we show the average weighted sum-rate of the RPb-PA scheme with both average and perfect CMI for $B=4$, 8,12 , or 16 . For the case of average CMI, we have $A_{k}^{\text {ave }}=N$ because that for Rayleigh fading channels $\left\|\mathbf{h}_{k}\right\|^{2}$ is chi-square distributed with $2 N$ degrees of freedom and its mean is $N$ [33]. From Fig. 4, we can find that the performance with perfect CMI and that with average CMI are almost the same, indicating minor effectiveness of quantizing the CMI on the system performance. Note that similar results have also been reported in the design of feedback-bit partitioning for cooperative multicell systems [16], in which the authors proposed that one bit of CMI feedback is sufficient to achieve the data rates that are very close to the results of the perfect CMI case.

It should be noted that the values of $\alpha_{k}$ 's may have an impact on the system with imperfect CMI. In Fig. 5, we conduct a simulation with $\left[\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}\right]=[1,1,1,1]$. As can be observed from Fig. 5, when $B$ and the difference of $\alpha_{k}$ 's are small, the importance of having accurate CMI is more manifest, especially in low SNR regime. This observation is not surprising because an MU system with equally important UEs is tend to fully


Fig. 5. Average weighted sum-rate of the RPb-PA scheme with perfect and average CMI for different $\alpha_{k}$ s.


Fig. 6. Average weighted sum-rate of the interested schemes with average CMI.
occupy all the available spatial domain resources, and thus requires more precise CDI and CMI. In addition, when the noise dominates the MU communication (low SNR regime) and the CDI is less accurate, CMI with good precision is beneficial for the BS to perform smart power loading among UEs. Nevertheless, the largest performance gap between the results of perfect CMI and those of average CMI is less than $0.4 \mathrm{bps} / \mathrm{Hz}$. In general, it has been shown that average CMI is sufficient for the considered system to achieve a satisfactory performance close to that of perfect CMI. Hence, in the following simulations, we only consider the practical case of average CMI.

## D. Comparison of Average Weighted Sum-Rate Performance

In Fig. 6, we show the average weighted sum-rate performance of the interested schemes when $B=4,8$ in the case of average CMI. As can be seen from Fig. 6, the proposed RPbPA scheme exhibits substantial performance gains compared with other schemes, especially in high SNR regime, because the formulated problem (13) directly maximizes an upperbound for the expected weighted sum-rate, leading to a superior


Fig. 7. Convergence of the NROpt-PA and RPb-PA schemes with average CMI.
performance. Although the PLC scheme achieves a higher weighted sum-rate than the ZF-PA scheme, its performance is still poorer than that of the NROpt-PA scheme because of its indirect approach to maximize the weighted sum-rate. As for the NROpt-PA scheme, its computational complexity is nearly the same as that of the proposed $\mathrm{RPb}-\mathrm{PA}$ scheme. However, due to CDI quantization errors, its performance curves stop increasing when the SNR is moderately large. Similar observation can also be drawn for those curves of the ZF-PA scheme, which stresses the importance of considering the channel uncertainties in system design when dealing with quantized CDI. In particular, the non-robust NROpt-PA scheme with $B=4$ shows a slightly worse performance when $S N R=25 \mathrm{~dB}$ compared with that of $S N R=20 \mathrm{~dB}$; whereas, the robust $\mathrm{RPb}-\mathrm{PA}$ scheme shows better and more stable performance in high SNR regime. This is because that, in a robust beamforming design the channel uncertainties are considered beforehand, and hence its performance will be better than that of the non-robust design especially when channel distortions dominate the performance, e.g., in high SNR regime.

## E. Algorithm Convergence Behavior

To address the convergence behavior of the NROpt-PA and RPb-PA schemes, we plot the mean of $g\left(\tilde{\mathbf{r}}^{\text {inner }}\right)$ versus the iteration number $l$ in Fig. 7 under average CMI when $B=4$ and $S N R=0,10,20 \mathrm{~dB}$. As can be seen from Fig. 7, the NROptPA and $\mathrm{RPb}-\mathrm{PA}$ schemes need at least 15 iterations to output the final solutions, which is relatively slow. Hence, the complexity of either scheme is significantly higher than that of the PLC or ZF-PA scheme, which requires no iterative computation at all. An interesting observation from Fig. 7 is that the NROpt-PA scheme exhibits much higher performance of $g\left(\tilde{\mathbf{r}}^{\text {inner }}\right)$ than the proposed $\mathrm{RPb}-\mathrm{PA}$ scheme, while such advantage is not reflected in the performance comparison of the average weighted sumrate. The reason is that $g\left(\tilde{\mathbf{r}}^{\mathrm{i} n n e r}\right)$ is merely a BS's estimation on the weighted sum-rate, and unlike the RPb-PA scheme, the NROpt-PA scheme is prone to over-estimate the achievable data rates since it ignores the fact that CDI quantization errors may inflict serious inter-UE interference to the considered system.

## F. Complexity Analysis

Regarding the comparison of computational complexity between the proposed RPb-PA scheme and the existing schemes, e.g., the PLC scheme, the most time-consuming part of the proposed scheme is Step 2 in Algorithm 1, i.e., refining the outer boundary of the feasible region by finding an appropriate parameter $t$ using the bisection method that requires checking the feasibility of problem (31) for $L_{\mathrm{bi}}=7$ times in our simulations. Considering that the complexity of solving problem (31) is comparable to that of solving problem (39), the complexity of performing one iteration in Algorithm 1 is roughly seven times as much as that of the PLC scheme. Furthermore, Fig. 7 shows that the proposed RPb-PA algorithm at least entails 15 iterations for its convergence, and hence the complexity of the proposed $\mathrm{RPb}-\mathrm{PA}$ algorithm is immensely higher than the PLC scheme by at least $7 \times 15=105$ times, making it very difficult to be applied in practice. However, the goal of this paper is to improve the sum-rate performance by allowing more complexity, which is the initial stage to find the beamforming scheme with superior performance. And the next stage is to find a low-complexity algorithm with a reasonable tradeoff between performance and complexity. Nevertheless, the proposed $\mathrm{RPb}-$ PA scheme stands as a good benchmark for robust beamforming designs.

As future works, low-complexity implementations, the impact of CDI feedback delay, as well as more practical fading channel models and non-RVQ CDI codebooks will be considered for the proposed beamforming schemes. In addition, extensions to more general system models such as MIMO relay networks [34], multi-cell cooperative broadcast channels [35] and Adhoc networks [36], [37] are worth to be investigated.

## VI. Conclusion

In this paper, robust beamforming for MU-MISO system with per-antenna power constraints and quantized CDI is studied. Based on the polyblock algorithm, we propose a robust beamforming scheme, i.e., the RPb-PA scheme. Simulation results show that the proposed $\mathrm{RPb}-\mathrm{PA}$ scheme can achieve much better performance than the existing schemes in terms of the average weighted sum-rate performance, especially when the SNR is high. The impact of imperfect CMI, the algorithm convergence behavior, the complexity issue as well as the asymptotic performance with a large number of CDI quantization bits are also discussed for the proposed scheme.

## Appendix I

Details of the Polyblock Algorithm [21]
As an initialization step of the polyblock algorithm, an upper-bound rate-tuple should be found as the starting point of the refinery process of the feasible rate region [21]. More specifically, for UE $k$, when the BS employs the maximum ratio combining (MRC) beamforming, i.e., $\mathbf{w}_{k}^{\mathrm{MRC}}=\sqrt{P} \hat{\mathbf{h}}_{k}^{\mathrm{H}}$, and mutes the transmissions of the other $K-1$ UEs, i.e., $\mathbf{w}_{j}=\mathbf{0}, j \in\{1, \ldots, K\}$ and $j \neq k, \hat{r}_{k}$ can achieve its maximum value expressed as $\hat{r}_{k}^{\max }=\log _{2}\left(1+\left(A_{k}^{\text {ave }} P / N_{0}\right)\right)$. From
$\left\{\hat{r}_{k}^{\max }\right\}$, we can obtain an upper-bound rate-tuple as $\hat{\mathbf{r}}^{\max }=$ $\left(\hat{r}_{1}^{\max }, \hat{r}_{2}^{\max }, \ldots, \hat{r}_{K}^{\max }\right)$. Obviously, for any achievable UE ratetuple $\hat{\mathbf{r}}=\left(\hat{r}_{1}, \hat{r}_{2}, \ldots, \hat{r}_{K}\right)$, it follows that $\hat{\mathbf{r}} \leq \hat{\mathbf{r}}^{\max }$ and $g(\hat{\mathbf{r}}) \leq$ $g\left(\hat{\mathbf{r}}^{\max }\right)$, where $g(\hat{\mathbf{r}})$ is defined as $g(\hat{\mathbf{r}})=\sum_{k=1}^{K} \alpha_{k} \hat{r}_{k}$.

The prerequisite for applying the polyblock algorithm on problem (7) is to create a feasibility problem to test whether a certain UE rate-tuple $\left(\hat{r}_{1}, \hat{r}_{2}, \ldots, \hat{r}_{K}\right)$ is achievable [21]. Here, the feasibility problem can be constructed according to the original problem (7) as

$$
\begin{array}{ll}
\text { find } & \mathbf{Q}_{k} \in \mathbb{H}_{N}^{+}, \quad k \in\{1, \ldots, K\} \\
\text { s.t. } & \log _{2}\left(1+\frac{\check{\mathbf{h}}_{k} \mathbf{Q}_{k} \check{\mathbf{h}}_{k}^{\mathrm{H}}}{\sum_{j \neq k} \check{\mathbf{h}}_{k} \mathbf{Q}_{j} \check{\mathbf{h}}_{k}^{\mathrm{H}}+N_{0}}\right) \geq \hat{r}_{k} \\
& \sum_{k=1}^{K} \operatorname{tr}\left\{\mathbf{Q}_{k} \mathbf{A}_{n}\right\} \leq P_{n} \\
& \operatorname{rank}\left\{\mathbf{Q}_{k}\right\}=1 \tag{40}
\end{array}
$$

Recently, the authors of [30] proved that the rank-one constraints in a optimization problem like the one given by (40) are redundant as long as the problem is feasible. Therefore, we can ignore the rank-one constraints on $\left\{\mathbf{Q}_{k}\right\}$ and transform the feasibility problem (40) into a convex one with constraints of affine transformation of second-order cones [29] shown as

$$
\begin{array}{ll}
\text { find } & \mathbf{Q}_{k} \in \mathbb{H}_{N}^{+}, \quad k \in\{1, \ldots, K\} \\
\text { s.t. } & \check{\mathbf{h}}_{k} \mathbf{Q}_{k} \check{\mathbf{h}}_{k}^{H} \geq\left(2^{\hat{r}_{k}}-1\right)\left(\sum_{j \neq k} \check{\mathbf{h}}_{k} \mathbf{Q}_{j} \check{\mathbf{h}}_{k}^{H}+N_{0}\right) ; \\
& \sum_{k=1}^{K} \operatorname{tr}\left\{\mathbf{Q}_{k} \mathbf{A}_{n}\right\} \leq P_{n} \tag{41}
\end{array}
$$

Problem (41) is convex and can be solved numerically [27]. Therefore, the seemingly non-convex feasibility problem (40) can be efficiently solved, so that the polyblock algorithm [21] can be applied to find the optimal rate-tuple. In more detail, for an upper-bound rate-tuple $\hat{\mathbf{r}}^{\text {outer }}$, we can always find a point on the boundary of the achievable rate region expressed as $t^{\mathrm{opt}} \hat{\mathbf{r}}^{\text {outer }}$, where $t^{\mathrm{opt}} \in[0,1)$ is obtained by applying the bisection method on $t$ to check whether problem (41) is feasible with $t \hat{\mathbf{r}}^{\text {outer }}$. In such way, each UE's upper-bound rate $\hat{r}_{k}^{\text {outer }}$ can be individually replaced by a feasible one $t \hat{r}_{k}^{\text {outer }}$, thus $\hat{\mathbf{r}}^{\text {outer }}$ can be gradually refined until the optimal rate-tuple is found, which is achievable with a gap of $\varepsilon$.

## Appendix II <br> Proof of Theorem 1

In order to generate the upper-bound rate for UE $k$, first, the BS needs to terminate the service with the other $K-1$ UEs because any transmission to a UE other than UE $k$ will in no way increase the signal power of UE $k$ and will incur inter-UE interference to UE $k$, leading to a sub-optimal rate. Second, the BS should pour all its transmission power $P$ onto UE $k$ since saving power will just decrease the signal strength received at

UE $k$. Thus, we should concentrate on the signal part of UE $k$ and write the beamforming vector for UE $k$ in a general form with full BS power as

$$
\begin{equation*}
\mathbf{w}_{k}=\sqrt{P} \tilde{\mathbf{w}}_{k}=\sqrt{P}\left(\beta_{k} \hat{\mathbf{h}}_{k}^{\mathrm{H}}+\sqrt{1-\left|\beta_{k}\right|^{2}} \mathbf{v}_{k}\right) \tag{42}
\end{equation*}
$$

where $\mathbf{v}_{k}$ is a unit-norm vector orthogonal to $\hat{\mathbf{h}}_{k}^{\mathrm{H}}$ and $\beta_{k}$ is a complex value satisfying $\left|\beta_{k}\right| \in[0,1]$ to make $\tilde{\mathbf{w}}_{k}$ a normalized vector. According to (8) and (42), the expected signal power of UE $k$ can be derived as in (43), shown at the bottom of the page.

In (43), equation (a) holds because $Z, \mathbf{e}_{k}^{\stackrel{ }{\diamond}}$, and $\mathbf{v}_{k}$ are independently distributed. Equation (b) is obtained from the fact that $\mathbf{e}_{k}^{\diamond}$, and $\mathbf{v}_{k}^{\mathrm{H}}$ are i.i.d. isotropic vectors located in the $(N-1)$ dimensional nullspace of $\hat{\mathbf{h}}_{k}$, and hence $\left|\mathbf{e}_{k}^{\diamond} \mathbf{v}_{k}\right|^{2}$ follows a beta $(1, N-2)$ distribution and its mean value is $1 /(N-1)$ [28]. According to [6], $\mathbb{E}\{Z\}$ can be computed as

$$
\begin{equation*}
\mathbb{E}\{Z\}=2^{B} \beta\left(2^{B}, \frac{N}{N-1}\right) \tag{44}
\end{equation*}
$$

In (44), $\beta(x, y)$ is the beta function defined as $\beta(x, y)=$ $(\Gamma(x) \Gamma(y)) /(\Gamma(x+y))$ [28], where $\Gamma(\cdot)$ denotes the gamma function [28]. Since it is easy to verify that

$$
\begin{equation*}
1-\frac{N}{N-1} \mathbb{E}\{Z\}>0, \quad \text { for } N>1, B \geq 0 \tag{45}
\end{equation*}
$$

we can conclude that $\mathbb{E}\left\{S_{k}^{\diamond}\right\}$ in (43) is a monotonically increasing affine function with respect to $\left|\beta_{k}\right|^{2}$. Thus, $\mathbb{E}\left\{S_{k}^{\circ}\right\}$ achieves its maximum value when $\left|\beta_{k}\right|^{2}=1$, and hence we have

$$
\begin{equation*}
\mathbb{E}\left\{S_{k}^{\diamond}\right\} \leq A_{k}^{\text {ave }} P(1-\mathbb{E}\{Z\}) \tag{46}
\end{equation*}
$$

Finally, from (12), we can upper bound the expected rate for UE $k$ as

$$
\begin{align*}
\mathbb{E} & \left\{\log _{2}\left(1+S I N R_{k}^{\diamond}\right)\right\} \\
& \leq \log _{2}\left(1+\mathbb{E}\left\{S I N R_{k}^{\diamond}\right\}\right) \\
& \leq \log _{2}\left(1+\frac{\mathbb{E}\left\{S_{k}^{\diamond}\right\}}{N_{0}}\right) \\
& \leq \log _{2}\left(1+\frac{A_{k}^{\text {ave }} P(1-\mathbb{E}\{Z\})}{N_{0}}\right) \tag{47}
\end{align*}
$$

Our proof is completed by plugging (44) into (47).

## Appendix III Proof of Lemma 2

With some mathematical manipulation, $(a+b Z) /(c+d Z)$ can be rewritten as

$$
\begin{equation*}
\frac{a+b Z}{c+d Z}=\frac{b}{d}+\frac{\frac{a}{c}-\frac{b}{d}}{1+\frac{d}{c} z} \tag{48}
\end{equation*}
$$

First, $d$ can be derived as

$$
\begin{align*}
d & =A_{k}^{\text {ave }} \sum_{j \neq k} \tilde{P}_{j}\left(\frac{1}{N-1}-\frac{N}{N-1}\left|\beta_{j}\right|^{2}\right) \\
& =A_{k}^{\text {ave }}\left(\frac{\sum_{j \neq k} \tilde{P}_{j}}{N-1}-\frac{N}{N-1} \sum_{j \neq k} \tilde{P}_{j}\left|\beta_{j}\right|^{2}\right) \\
& \geq A_{k}^{\text {ave }}\left(\frac{\sum_{j \neq k} \tilde{P}_{j}}{N-1}-\frac{N}{N-1} \sqrt{\sum_{j \neq k} \tilde{P}_{j}^{2} \sum_{j \neq k}\left|\beta_{j}\right|^{4}}\right)  \tag{49}\\
& \geq A_{k}^{\text {ave }}\left(\frac{\sum_{j \neq k} \tilde{P}_{j}}{N-1}-\frac{N}{N-1} \sqrt{\left(\sum_{j \neq k} \tilde{P}_{j}\right)^{2} \sum_{j \neq k}\left|\beta_{j}\right|^{4}}\right)  \tag{50}\\
& =A_{k}^{\text {ave }}\left(\frac{\sum_{j \neq k} \tilde{P}_{j}}{N-1}-\frac{\sum_{j \neq k} \tilde{P}_{j}}{N-1} N \sqrt{\sum_{j \neq k}\left|\beta_{j}\right|^{4}}\right) \tag{51}
\end{align*}
$$

where (49) is obtained from the Cauchy-Schwarz inequality and (50) is valid because $\sum_{j \neq k} \tilde{P}_{j}^{2} \leq\left(\sum_{j \neq k} \tilde{P}_{j}\right)^{2}$. From (51), we can conclude that $d \geq 0$ if $\sum_{j \neq k}\left|\beta_{j}\right|^{4} \leq\left(1 / N^{2}\right)$. Therefore, in the following, we consider two cases, i.e., $d=0$ and $d>0$.

$$
\begin{align*}
& \mathbb{E}\left\{S_{k}^{\diamond}\right\}= \mathbb{E}\left\{\left|\mathbf{h}_{k} \mathbf{w}_{k}\right|^{2}\right\} \\
&= A_{k}^{\text {ave }} P \mathbb{E}\left\{\left|\tilde{\mathbf{h}}_{k}^{\diamond} \tilde{\mathbf{w}}_{k}\right|^{2}\right\} \\
&= A_{k}^{\text {ave }} P \mathbb{E}\left\{(1-Z)\left|\beta_{k}\right|^{2}+Z\left(1-\left|\beta_{k}\right|^{2}\right)\left|\mathbf{e}_{k}^{\diamond} \mathbf{v}_{k}\right|^{2}\right\} \\
&+2 A_{k}^{\text {ave }} P \mathbb{E}\left\{\Re\left\{\sqrt{(1-Z) Z\left(1-\left|\beta_{k}\right|^{2}\right)} \beta_{k} \mathbf{e}_{k}^{\diamond} \mathbf{v}_{k}\right\}\right\} \\
& \stackrel{(\text { a) }}{=} A_{k}^{\text {ave }} P \mathbb{E}\left\{(1-Z)\left|\beta_{k}\right|^{2}+Z\left(1-\left|\beta_{k}\right|^{2}\right)\left|\mathbf{e}_{k}^{\diamond} \mathbf{v}_{k}\right|^{2}\right\} \\
& \stackrel{(\mathrm{b})}{=} A_{k}^{\text {ave }} P\left[(1-\mathbb{E}\{Z\})\left|\beta_{k}\right|^{2}+\mathbb{E}\{Z\}\left(1-\left|\beta_{k}\right|^{2}\right) \frac{1}{N-1}\right] \\
&= A_{k}^{\text {ave }} P\left[\frac{\mathbb{E}\{Z\}}{N-1}+\left(1-\frac{N}{N-1} \mathbb{E}\{Z\}\right)\left|\beta_{k}\right|^{2}\right] \tag{43}
\end{align*}
$$

Case 1: $d=0$
It is straightforward to show that

$$
\begin{align*}
\mathbb{E}_{[Z]}\left\{\frac{a+b Z}{c+d Z}\right\} & =\mathbb{E}_{[Z]}\left\{\frac{a+b Z}{c}\right\} \\
& =\frac{\mathbb{E}_{[Z]}\{a+b Z\}}{c} \\
& =\frac{\mathbb{E}_{[Z]}\{a+b Z\}}{\mathbb{E}_{[Z]}\{c+d Z\}} \tag{52}
\end{align*}
$$

Case 2: $d>0$
If $\left|\beta_{k}\right|^{4} \geq\left(1 / N^{2}\right)$, it is apparent that $b \leq 0$ since $b=$ $A_{k}^{\text {ave }} \tilde{P}_{k}\left((1 /(N-1))-(N /(N-1))\left|\beta_{k}\right|^{2}\right)$ from (26). Besides, it is easy to show that $a, c>0$ from the definition in (26). Hence, in (48), $(a / c)-(b / d)>0$ since $a, c, d>0$ and $b \leq 0$, which leads to the convexity of $((a / c)-(b / d)) /(1+(d / c) z)$ for $z>0$. Hence, the following inequality holds,

$$
\begin{equation*}
\mathbb{E}_{[Z]}\left\{\frac{\frac{a}{c}-\frac{b}{d}}{1+\frac{d}{c} z}\right\} \geq \frac{\frac{a}{c}-\frac{b}{d}}{\mathbb{E}_{[Z]}\left\{1+\frac{d}{c} z\right\}} \tag{53}
\end{equation*}
$$

Plugging (53) into (48) yields

$$
\begin{align*}
\mathbb{E}_{[Z]}\left\{\frac{a+b Z}{c+d Z}\right\} & \geq \frac{b}{d}+\frac{\frac{a}{c}-\frac{b}{d}}{\mathbb{E}_{[Z]}\left\{1+\frac{d}{c} z\right\}} \\
& =\frac{b \mathbb{E}_{[Z]}\{Z\}+a}{\mathbb{E}_{[Z]}\{c+d Z\}} \\
& =\frac{\mathbb{E}_{[Z]}\{a+b Z\}}{\mathbb{E}_{[Z]}\{c+d Z\}} . \tag{54}
\end{align*}
$$

Our proof is thus concluded from (52) and (54).
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