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PAPER
Joint Source and Relay Beamformer Design for General MIMO
Relaying Broadcast Channel with Imperfect Channel State
Information∗,∗∗

Yun LI†a), Member, Haibin WAN††b), Nonmember, Wen CHEN†††c), and Tohru ASAMI†d), Members

SUMMARY Effective communication strategies with a properly de-
signed source precoding matrix (PM) and a properly designed relay beam-
forming matrix (BM) can significantly improve the spectral efficiency
of multiple-input multiple-output (MIMO) relaying broadcast channels
(RBCs). In the present paper, we first propose a general communication
scheme with non-regenerative relay that can overcome the half-duplex re-
lay constraint of the general MIMO-RBC. Based on the proposed scheme,
the robust source PM and relay BM are designed for imperfect channel
state information at the transmitter (CSIT). In contrast to the conventional
non-regenerative relaying communication scheme for the MIMO-RBC, in
the proposed scheme, the source can send information continuously to the
relay and users during two phases. Furthermore, in conjunction with the ad-
vanced precoding strategy, the proposed scheme can achieve a full-degree-
of-freedom (DoF) MIMO-RBC with that each entry in the related channel
matrix is considered to an i.i.d. complex Gaussian variable. The robust
source PM and relay BM designs were investigated based on both through-
put and fairness criteria with imperfect CSIT. However, solving the prob-
lems associated with throughput and fairness criteria for the robust source
PM and relay BM designs is computationally intractable because these cri-
teria are non-linear and non-convex. In order to address these difficulties,
we first set up equivalent optimization problems based on a tight lower
bound of the achievable rate. We then decompose the equivalent through-
put problem into several decoupled subproblems with tractable solutions.
Finally, we obtain the suboptimal solution for the throughput problem by an
alternating optimization approach. We solve the fairness problem by intro-
ducing an adjusted algorithm according to the throughput problem. Finally,
we demonstrate that, in both cases of throughput and fairness criteria, the
proposed relaying communication scheme with precoding algorithms out-
performs existing methods.
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1. Introduction

Wireless cooperative communication can improve network
capacity and service coverage and reduce energy consump-
tion by using relays [1]. However, the half-duplex constraint
(HDC), i.e., the inability of relay nodes to transmit and re-
ceive signals simultaneously at the same frequency, is a ma-
jor potential weakness because system bandwidth resources
are used inefficiently due to the necessity of extra dedicated
bandwidth for relay retransmissions [2]. In order to over-
come the HDC, recent studies [3]–[5] have focused on the
full-duplex relaying approach, which assumes that the relay
node can transmit and receive signals simultaneously at the
same frequency. However, for a relay to receive and trans-
mit on the same frequency band at the same time is gener-
ally recognized as impossible because doing so will result in
strong self-interference from the transmitter to the receiver
of the relay node [5]. Moreover, most studies [3]–[5] con-
sidered only the three-terminal model (i.e., one source, one
relay, and one destination). In the present study, we focus
on a transparent half-duplex non-generative relaying scheme
for multiple-input multiple-output (MIMO) relaying broad-
cast channels (RBCs), where two communication phases are
required for one transmission due to the relay’s HDC. In the
first phase, the source transmits the signal to both the re-
lay and the destinations, and in the second phase, the relay
forwards the obtained signal to the destinations, while the
source also simultaneously transmits the signal to the des-
tinations. Note that the protocol is inefficient if the source
remains silent during the second phase.

Existing studies have investigated the multiple-input
multiple-output (MIMO) non-regenerative relaying broad-
cast channel to design effective source precoding and re-
lay processing matrices. In [6], the authors examined the
scenario of MIMO fixed relays by applying linear process-
ing to improve link capacity in a cellular system. In addi-
tion, an implementable architecture integrating Tomlinson-
Harashima precoding and adaptive modulation, which can
adjust transmit streams adaptively, was proposed. In [7],
considering the quality-of-service constraint, the authors
jointly investigated linear beamforming and power saving
for wireless cellular networks with multi-antenna relays. In
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[8], the authors studied the joint optimization of precod-
ing design for source and relay to improve system capac-
ity under the constraint of transmit power, and the formu-
lated non-convex problem is solved by quadratic program-
ming approaches. Moreover, in [9], the capacity optimiza-
tion for an amplify-and-forward relay network was consid-
ered, and they demonstrated that the duality relationships
hold when a node is equipped with multiple antennas. How-
ever, the above-mentioned studies ignored the receiver’s di-
rect links (DLs) and each receiver was assumed to be a sin-
gle antenna. In [10], a precoding scheme was proposed to
optimize power allocation under the constraint of quality-
of-service and transmit power budgets by applying a joint
zero forcing (ZF) strategy and the DLs’ contribution of re-
ceivers. However, this study considered only the ZF scheme
with single-antenna receivers. In [11] and [12], the authors
proposed a two-phase relaying model for a MIMO relaying
broadcast network that considers the DLs’ contribution of
receivers when the source transmits a signal to both the re-
lay and destinations. However, their studies only considered
a source to be inactive during the retransmission phase of the
relay, which causes the loss of half the degrees of freedom
(DoFs) in the two transmission phases. In [13], the authors
considered the source to be active during the retransmission
phase of the relay, but, considered only the ZF strategy with
a regenerative relaying scheme and ignored the receiver’s
direct links. In [14]–[17], in the presence of imperfect CSI,
robust precoding algorithms were developed in order to deal
with CSI quantization or estimation errors, but only an inef-
ficient protocol in which the source remained silent during
the second phase was considered. In practice, DLs can pro-
vide valuable spatial diversity to the MIMO relay system
and should not be ignored. In addition, the source can be
active during relay retransmissions in order to overcome the
relay’s HDC and achieve full DoF.

In the present study, in order to overcome the relay’s
HDC by allowing the source to be active during the second
phase, we consider a general MIMO-RBC with two types
of users, i.e., direct users and relay users. The direct user
is defined as a user having better DL (source-destination)
gain than relay link (RL) (source-relay-destination) gain,
whereas the relay user is defined as a user having better RL
gain than DL gain. In the present study, we focus on a gen-
eral design strategy to deal with the precoding matrix (PM)
for the source and the beamforming matrix (BM) for the
relay to serve direct users and relay users simultaneously
by allowing the source to be active during relay retransmis-
sions within the proposed scheme, which can overcome the
relay’s HDC and achieve full DoF. Hence, we need not dis-
tinguish direct users from relay users in the remainder of the
paper. To the best of our knowledge, the present study is
the first analytical study on source and relay matrices de-
signed for general MIMO-RBC with coordinated users (di-
rect users and relay users) to overcome the relay’s HDC and
achieve full DoF during two phases. We first introduce a
theorem to prove that the proposed scheme can achieve the
maximum DoF of a MIMO-RBC with full rank, and then

consider two-system performance criteria for designing the
source PM and relay BM: the summed throughput maxi-
mization and the minimum user’s rate maximization sub-
jected to transmitted power constraints at both the source
and relay with imperfect channel state information at the
transmitter (CSIT). However, this problem is computation-
ally intractable due to the fact that the throughput and fair-
ness criteria for the robust source PM and relay BM designs
are non-linear and non-convex [18]. In order to address
these difficulties, we first set up the equivalent optimiza-
tion problems based on a tight lower bound of the achiev-
able rate. We then decompose the equivalent throughput
problem into several decoupled subproblems with tractable
solutions. Finally, we can achieve a suboptimal solution
for the throughput problem using an alternating optimiza-
tion approach. Accordingly, the fairness problem can be re-
solved using an adjusted algorithm according to the through-
put problem.

The remainder of the present paper is organized as fol-
lows. Section 2 specifies the system model. The full DoF
of the MIMO-RBC with the proposed scheme and a gen-
eral description of the optimization problems are given in
Sect. 3. The equivalent optimization problems are presented
in Sect. 4. In Sect. 5, we describe the design of the base sta-
tion and relay matrices using the WMMSE method for the
throughput optimization problem. Section 6 provides the
design method for the base station and relay matrices for the
fairness optimization problem based on the obtained method
by dealing with the throughput optimization problem. Fi-
nally, numerical results and conclusions are presented in
Sects. 7 and 8, respectively.

Notation: The following notational conventions are
followed throughout the paper. Vectors and matrices are pre-
sented in boldface lowercase and uppercase letters, respec-
tively. The trace, expectation, inverse, transpose, conjugate
transpose, determinant, rank, and pseudoinverse of a matrix
are denoted by Tr(·), E(·), (·)−1, (·)T , (·)†, det| · |, Rank(·), and
Pinv(·), respectively. diag(a1, . . . , aN) is a diagonal matrix,
for which ai is the ith diagonal entry. diag[a]N is an N × N
diagonal matrix with diagonal entry a. A set of M × N ma-
trices over a complex field is expressed as CM×N , and I is
the identity matrix with appropriate dimensions. CN(x, y)
is used to indicate a circularly symmetric complex Gaussian
distribution with mean x and covariance y. Moreover, i.i.d.
indicates independent and identically distributed. The set of
mobile-users is expressed as U = {1, 2, · · · ,K}, where K is
the number of mobile-users.

2. System Model

The system model considered in the present study, which is
a general MIMO-RBC consisting of one source (i.e., base
station (BS)), one relay station (RS), and K multi-antenna
mobile users (MUs), is shown in Fig. 1. The numbers of an-
tennas for the BS and RS are Nb and Nr, respectively, and
the number of receiver antennas for the kth MU is Nk. There
are two kinds of MUs in the MIMO-RBC considered herein:
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Fig. 1 System model of the MIMO-RBC consisting of three parts: the
base station (which acts as source), the relay station, and mobile users. The
number of mobile users (direct users and relay users) is K.

direct users and relay users. For the direct users, the DLs
gains are better than the RLs gains, and the opposite is true
for the relay users. The sets B and R contain the indices of
the direct users and relay users, respectively. The total num-
ber of MUs is |B ∪ R| = K. However, it is not necessary
to distinguish direct users from relay users in the remainder
of the present paper. The RS is used to aid the data com-
munication between the BS and the relay users. Hence, the
number of antennas for the RS must satisfy Nr ≥

∑
k∈R Nk.

Note that this system model is used for the relay architec-
tures of the third-generation partnership project long-term
evolution advanced (3GPP LTE-A) [19]. We consider the
BS and RS to be in a flat fading channel. The BS (or RS)
and MUs are also in flat fading channels in the case of a non-
line-of-sight (NLOS) scenario†. Note that, in the proposed
scheme, it is only necessary to satisfy

∑K
k=1 Nk ≤ 2Nb in or-

der to simultaneously support Nk independent substreams
for the kth user, which is remarkably different from the
conventional schemes for MIMO-RBC [6]–[12] that require∑K

k=1 Nk ≤ Nb. The considered relaying scheme can be cate-
gorized as a non-regenerative, half-duplex scheme [20], and
the data transmission scheme has two phases.

2.1 First Phase

Suppose that sk is the symbol intended for the kth MU,
and the signal vector of one MU is independent from those
of the other MUs. In the first phase, by applying a lin-
ear PM P = [P1,P2, · · · ,PK] to the data vector s, where
s = [sT

1 , s
T
2 , . . . , s

T
K]T ∼ CN(0, I), and Pk ∈ CNb×Nk is a PM

acting on signal vector sk for the kth MU, the BS broadcasts
the precoded data streams to the RS and MUs. Accordingly,
the obtained signal vector for the kth MU and RS can be
formulated as follows:

y1k = HkbPksk +

K∑
i=1,i,k

HkbPisi + nk, (1)

yr = HrbPs + nr. (2)

In the above expressions, the channel matrix between the BS
†In fact, the line-of-sight (LOS) scenario can be seen as a spe-

cial case of the NLOS, and our results can be extended directly to
the LOS scenario.

and the kth MU (RS) is denoted by Hkb (Hrb), and each entry
in Hkb (Hrb) is an i.i.d. complex Gaussian variable†† mean
zero and variance σ2

kb (σ2
rb). Moreover, nx ∼ CN(0, I) (x =

k and r) represents the Gaussian noise vectors for the kth
MU and RS, respectively.

2.2 Second Phase

By applying a linear BM G to the received signal vector,
the received signals are forwarded to MUs by the RS dur-
ing the second phase. At the same time, the BS applies
a new linear PM F = [F1,F2, · · · ,FK] to the data vector
s†††, and then broadcasts the precoded data streams to MUs,
where Fk ∈ CNb×Nk is a PM acting on signal vector sk for the
kth MU. This is another remarkable difference from con-
ventional MIMO-RBC schemes [6]–[12], in which the BS
remains silent during the second phase. Note that the pro-
posed scheme will definitely increase the diversity gain by
allowing the BS to transmit continuously during the second
phase. If we assume that the BS-receiver channels experi-
ence slow fading and remain unchanged during the second
phase [23], the received signal vector at the kth MU during
the second phase can be written as follows:

y2k = HkbFksk +HkrGHrbPksk

+

K∑
i=1,i,k

(HkbFi +HkrGHrbPi) si +HkrGnr + zk, (3)

where Hkr is the channel matrix from the RS to the kth
MU, in which the entry is assumed to be an i.i.d. complex
Gaussian variable with mean zero and variance σ2

kr, and
zk ∼ CN(0, I) is the Gaussian noise vector observed at the
kth MU.

Suppose that Pb and Pr are power constraints for the
BS and the RS, respectively, in the two phases. Then, we
have

Tr(P†P) ≤ Pb, and Tr(F†F) ≤ Pb, (4a)
Tr(GHrbPP†H†rbG† +GG†) ≤ Pr. (4b)

For simplicity, (1) and (3) can be rewritten in matrix form as[
y1k
y2k

]
︸  ︷︷  ︸

yk

=

[
Hkb 0
Hkrb Hkb

]
︸            ︷︷            ︸

Hk

[
Pk
Fk

]
︸ ︷︷ ︸

P̃k

sk +

[
nk

HkrGnr + zk

]
︸               ︷︷               ︸

Nk

+

K∑
i=1,i,k

[
Hkb 0
Hkrb Hkb

] [
Pi
Fi

]
︸ ︷︷ ︸

P̃i

si, (5)

where Hkrb ≜ HkrGHrb.
††The same assumption can be found in [21], [22], etc.
†††The reason for the BS transmitting the same data vector s to

the MUs during the second phase is that the RS needs the BS to
cooperatively transmit the s to MUs. In fact, the data vector s is
transmitted primarily to the RS by the BS during the first phase
and is transmitted primarily to MUs by the BS during the second
phase.
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Due to the errors introduced by channel estimation,
quantization, reciprocity mismatch, and delay, for exam-
ple, the CSIT is an estimate of the true channel response
H [21], [24]. Then, the channel can be formulated as

Hrb = Ĥrb + erbΩrb, (6a)
Hkb = Ĥkb + ekbΩkb, (6b)
Hkr = Ĥkr + ekrΩkr, (6c)

where Ĥx (x ≜ rb, kb and kr) is the estimated CSIT, ex is
the estimation error, Ωx is independent of Hx, and each en-
try in Ωx is an i.i.d. complex Gaussian variable with mean
zero and variance σ2

x. The entries of Ĥx are also i.i.d.
complex Gaussian variables with mean zero and variance
(1 − e2

x)σ2
x [21]. Assume that ekb = ekr for k ∈ U, and

exσ
2
x is known to the BS [21]. Accordingly, it is necessary

to design the BS PM and RS BM using imperfect CSIT.
Considering Gaussian signaling at the source, we can

obtain the achievable rate for the kth MU during the two
phases as follows:

Rk = log det
∣∣∣I + P̃†kH†kR−1

Ik
HkP̃k

∣∣∣ , (7)

where RIk = NkN†k +
∑K

i=1,i,k HkP̃iP̃†i H†k , and Nk and Hk are
given in Eq. (5). A concise proof of (7) is given in the Ap-
pendix.

3. Problem Formulation

Before formulating the objective problems, we first intro-
duce a theorem that demonstrates a significantly different
feature of the proposed scheme as compared with the con-
ventional MIMO-RBC [6]–[12]. This theorem indicates that
the proposed scheme can support a maximum of

∑K
k=1 Nk

(if
∑K

k=1 Nk ≤ 2Nb) substreams, while existing schemes can
only support a maximum of Nb substreams.

Theorem 1: Let H̃kb ≜ [Hkrb Hkb], and H̃Σ j ≜[
H̃T

1b, · · · , H̃T
jb

]T
, (k = 1, · · · ,K; 1 ≤ j ≤ K). It is fea-

sible for the considered scheme to support a maximum of∑K
k=1 Nk substreams if Rank

(
H̃ΣK

)
=

∑K
k=1 Nk ≤ 2Nb, i.e.,

the rank of the correlated channel is full.

Proof: The multiple-antenna user can be seen as a sim-
ple combination of multiple single antenna users in full rank
channels, and it will not affect the maximum of substreams
which can be supported for the considered scheme, since
the post-coding of multiple-antenna user only affects the
rate of gain and Theorem 1 focuses on the maximum of
supported substreams. Therefore without loss of general-
ity [7], we can only consider the case that each user is only
equipped with single antenna to simplify the proof. Due
to the fact that each user is with single antenna, we can
get Rank

(
H̃kb

)
= 1, (k = 1, . . . ,K), and Rank

(
H̃ΣK

)
=

K ≤ 2Nb. Let G = αrI (αr is a power control factor for
satisfying the RS power control), and based on the zero-

forcing precoding theory [10], we can obtain P̃ ≜
[

P
F

]
=

Pinv
(
H̃ΣK

) (
diag (γ1, · · · , γK)

) 1
2 , where γi is a power con-

trol factor for satisfying the BS power control. Then, sub-
stituting G = αrI, and P̃ into (7), it can be directly ob-
tained that it is feasible to support

∑K
k=1 Nk substreams with

appropriate power control factors αr and diagonal matrix
diag (γ1, · · · , γK), since the Rk in (7) can be represented as
log det

(
1 + γk

ζk

)
, where ζk can be seen as an invariant fac-

tor which is mainly related to the channel matrix H̃ΣK and
noise [10], [22]. □

Based on Theorem 1, we can obtain the following
corollary.

Corollary 1: The maximum DoF for the relaying scheme
considered herein is min{2Nb,

∑K
k=1 Nk}. In other words, the

maximal spatial multiplexing gain of the MIMO-RBC is
min{2Nb,

∑K
k=1 Nk}

Note that the maximum DoF in the conventional re-
laying scheme is min{Nb,

∑K
k=1 Nk} [6]–[12]. In other

words, the maximal spatial multiplexing gain of the existing
MIMO-RBC scheme is min{Nb,

∑K
k=1 Nk}. Hence, the pro-

posed scheme significantly increases the DoF of the MIMO-
RBC.

Next, we formulate two optimization problems accord-
ing to the throughput and fairness criteria, respectively. The
throughput-based problem is referred as Problem Tp, and
the fairness-based problem is referred as Problem Fp.

3.1 Problem Tp

Under the constraint of the BS transmission power budget
Pb for the two phases and the constraint of the RS transmis-
sion power budget Pr, jointly design BS PM P and F and
RS BM G so that the throughput of the system can be max-
imized according to the imperfect CSIT, i.e.,

[P,F,G] = arg max
{P,F,G}

Rsum, (8a)

s.t. : (4), (8b)

where Rsum =
∑K

k=1

(
R̂k = E

[
Rk

∣∣∣∣Ĥx, ex

])
, x ≜ rb, kb, and

kr.

3.2 Problem Fp

Under the constraint of the BS transmission power budget
Pb for the two phases and the constraint of the RS transmis-
sion power budget Pr, jointly design BS PM P and F and RS
BM G so that the minimum achievable rate among all MUs
can be maximized according to the imperfect CSIT, i.e.,

[P,F,G] = arg max
{P,F,G}

Rmin, (9a)

s.t. : (4), (9b)

where Rmin = mink∈U R̂k, and R̂k = E
[
Rk

∣∣∣∣Ĥx, ex

]
, x ≜

rb, kb and kr.
It can be verified that both optimization problems are
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non-linear and non-convex, and the optimal closed-form so-
lutions are difficult to obtain directly [25]†.

4. Equivalent Optimization Problems

Since the above-mentioned optimization problems are non-
linear and non-convex, we are finding suboptimal solutions
rather than optimal solutions for the two optimization prob-
lems. Hence, we first expand the expressions of the achiev-
able data rate for MUs according to the imperfect CSIT. We
then construct two equivalent optimization problems based
on a tight lower bound of the achievable rate to replace
the original optimization problems. Finally, we propose a
general linear iterative design algorithm by alternating opti-
mization in order to solve the equivalent optimization prob-
lems. Let

ξx ≜ exσx (x ≜ rb, kb and kr),

Ĥkrb ≜ ĤkrGĤrb,

Ak ≜ ĤkbPkP†kĤ†kb + diag
[
ξ2kbTr

(
PkP†k

)]
Nk
,

Bk ≜ ĤkbPkP†kĤ†krb + ĤkbPkF†kĤ†kb

+ diag
[
ξ2kbTr

(
PkF†k

)]
Nk
,

Ck ≜ B
†
k ,

Ek ≜ ĤkrGG†Ĥ†kr + diag
[
ξ2krTr

(
GG†

)]
Nk
+ INk ,

Dk ≜ ĤkrGdiag
[
ξ2rbTr

(
PkP†k

)]
Nr

G†Ĥ†kr

+ ĤkrbPkP†kĤ†krb

+ diag
[
ξ2krTr

(
GĤrbPkP†kĤ†rbG†

)]
Nk

+ ĤkbFkP†kĤ†krb + ĤkrbPkF†kĤ†kb

+ ĤkbFkF†kĤ†kb + diag
[
ξ2kbTr

(
FkF†k

)]
Nk
.

We obtain

R̂k = E
[
Rk

∣∣∣∣Ĥx, ex

]
, (x ≜ rb, kb and kr)

= log det

∣∣∣∣∣∣∣
K∑

k=1

[
Ak Bk
Ck Dk

]
+

[
INk 0
0 Ek

]∣∣∣∣∣∣∣ −
log det

∣∣∣∣∣∣∣
K∑

i=1,i,k

[
Ai Bi
Ci Di

]
+

[
INk 0
0 Ek

]∣∣∣∣∣∣∣ , (10)

where the following property has been used:

E
[
ΩxXΩ†x

]
= diag

[
σ2

xTr(X)
]

Nk
, (x = rb, kb, and kr) .

According to Eq. (10), problem (8) is a very difficult opti-
mization problem. In order to obtain an efficient solution
for the original problem, we first focus on finding the tight
lower bound for R̂k. We then set up another optimization
problem in terms of this lower bound, which enables our
solution to proceed. Let

†This can be proven by convex optimization based on [25].

Ak ≜ diag
[
ξ2kbTr

(
PkP†k

)]
Nk
,

Bk ≜ diag
[
ξ2kbTr

(
PkF†k

)]
Nk
,

Ck = B
†
k ,

Dk ≜ ĤkrGdiag
[
ξ2rbTr

(
PkP†k

)]
Nr

G†Ĥ†kr

+ diag
[
ξ2krTr

(
GĤrbPkP†kĤ†rbG†

)]
Nk

+ diag
[
ξ2kbTr

(
FkF†k

)]
Nk
,

Ĥk ≜
[

Ĥkb 0
Ĥkrb Ĥkb

]
,

R̂Ik ≜
K∑

i=1,i,k

[
Ai Bi
Ci Di

]
+

[
INk 0
0 Ek

]
,

Zk ≜
[
Ak Bk

Ck Dk

]
,

R̂Σk ≜ R̂Ik + ĤkP̃kP̃†kĤ†k + Zk.

Then, we have

R̂k = log det
∣∣∣∣INk +

(
ĤkP̃kP̃†kĤ†k + Ak

)
R̂−1

Ik

∣∣∣∣
a
≥ log det

∣∣∣∣INk + ĤkP̃kP̃†kĤ†kR̂−1
Ik

∣∣∣∣
b
≥ log det

∣∣∣∣INk + ĤkP̃kP̃†kĤ†k
(
R̂Ik + Zk

)−1∣∣∣∣
c
= log det

∣∣∣∣INk + P̃†kĤ†k
(
R̂Ik + Zk

)−1
ĤkP̃k

∣∣∣∣
d
= − log det

∣∣∣∣INk − P̃†kĤ†k
(
R̂Ik + Zk

+ ĤkP̃kP̃†kĤ†k
)−1

ĤkP̃k

∣∣∣∣
= − log det

∣∣∣∣INk − P̃†kĤ†kR̂−1
Σk

ĤkP̃k

∣∣∣∣
≜ − log det |Ek | , (11)

where (a) is obtained by ignoring Ak caused by errors, (b)
is obtained because Zk ≥ 0, (c) is based on the property
whereby det |I + AB| = det |I + BA|, and (d) originates
from the Woodbury matrix identity, i.e., (B + UAV)−1 =

B−1 − B−1U
(
A−1 + VB−1U

)−1
VB−1 [26]. We have used Ek

to indicate INk − P̃†kĤ†kR̂−1
Σk

ĤkP̃k. Based on the above equa-
tion, the lower bound is tight, because Ak and Zk, which
determine the differences produced in the expressions of (a)
and (b), respectively, are both small for the case in which
e2

x ≪ 1 (x = kb, rb and kr). On the other hand, the equation
also reveals that the lower bound is tight, i.e., when ex = 0,
we can obtain Rk = R̂k = − log det |Ek |.

4.1 Equivalent Problem Tp

Therefore, the optimization problem Tp based on the lower
bound (11) can be shown as follows:

[P,F,G] = arg max
{P,F,G}

K∑
k=1

− log det |Ek | , (12a)
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s.t. : (4). (12b)

In order to obtain the solution for the relaxed problem in
(12), we need the following theorem.

Theorem 2: Let

Mk ≜ I − AkĤkP̃k − P̃†kĤ†kA†k + AkR̂Σk A
†
k , (13)

where Ak is a matrix variable. Then, the optimal solution for
(14), as formulated below, is also the solution for the relaxed
problem given in (12):

[P,F,G,A] = arg max
{P,F,G,A}

K∑
k=1

− log det |Mk | , (14a)

s.t. : (4), (14b)

where A ≜ {Ak}Kk=1.

Proof: For any P, F, and G, we can readily find the
optimal Ak that is equal to P̃†kĤ†kR̂−1

Σk
. Then, substituting

Ak = P̃†kĤ†kR̂−1
Σk

into Mk, we can obtain Ek =Mk. □
The closed-form solution of problem Tp, formulated

in (14), is still intractable, because it is also a non-linear
problem. Actually, according to the proof for Theorem 2,
when P, F, and G are given, we can obtain the optimal Ak
as

Ak = P̃†kĤ†kR̂−1
Σk
. (15)

Second, in order to solve problem Tp formulated in (14), we
first set up the following optimization problem [12]:

[P,F,G,W,A]

= arg min
{P,F,G,W,A}

K∑
k=1

wk
(
Tr (WkMk) − log det (Wk)

)
,

s.t. :(4), (16)

where A ≜ {Ak}Kk=1, W ≜ {Wk}Kk=1, and Wk ⪰ 0 is a
weight matrix for the kth MU. Then, we have the follow-
ing lemma [27].

Lemma 1: Let the weighting factors w1 = · · · = wK =

1. Then, the optimal solution for problem (16) is also the
solution for problem Tp formulated in (14).

Proof: Suppose that Popt, Fopt, and Gopt are the optimal
matrices for the new optimization problem in (16) with w1 =

· · · = wK = 1. Then, we need only confirm that they are
also the optimal matrices for the optimization problem Tp
in (14). For the given optimal matrices Popt, Fopt, and Gopt,
the optimal Ak for the kth MU to minimize the problem (16)
can be verified to also be the optimal Ak for the kth MU to
minimize the problem (15). It can also be verified that the
optimum weight matrix Wk for the kth MU with the given
Popt, Gopt, Fopt, and A can be expressed as

Wk = M−1
k . (17)

Therefore, substituting Wk into (16) with w1 = · · · = wK =

1, we can obtain the following equations:

[
Popt,Gopt,Fopt

]
= arg min−

K∑
k=1

log det
(
M−1

k

)
= arg max

K∑
k=1

− log det (Mk) . (18)

Combining (18) and (14), the proof of Lemma 1 is com-
pleted [27]. □

4.2 Equivalent Problem Fp

Optimization problem Fp based on lower bound (11) can be
rewritten as follows:

[P,F,G] = arg min
{P,F,G}

max
k∈U

log det |Ek | , (19a)

s.t. : (4). (19b)

In order to obtain the solution for this min-max optimization
problem, the following theorem is necessary.

Theorem 3: The optimal solution for (20), as formulated
below, is also the solution for the min-max problem given in
(19):

[P,F,G] = arg min
{P,F,G}

K∑
k=1

log det |Ek | , and (20a)

satisfy : det |E1| = · · · = det |EK | , (20b)
s.t. :(4). (20c)

Proof: Since the power Pb can be distributed on-demand at
the BS to find the optimal solution, if Popt, Fopt, and Gopt are
the optimal matrices for problem Fp in (19), they must make
det |E1| = · · · = det |EK | the smallest achievable value, be-
cause the logarithm function is a monotonically increasing
function. Therefore, Popt, Fopt, and Gopt are also the optimal
matrices for problem (20), and vice versa. □

Although both equivalent optimization problems in
(16) and (20) are non-linear and non-convex, we can first
solve the equivalent optimization problem in (16) by an al-
ternating optimization method because we can decouple this
equivalent problem into three subproblems and solve each of
them by the alternating optimization approach [27].

5. Base Station Precoding Matrices Design by the
Weighted MMSE Method

In this section, we consider the BS PM P and F design by
an alternating optimization approach, which has been ef-
fectively used for solving optimization problems in signal
processing and information theory, because this approach is
iterative in nature and simple [27], [28]. Based on Theo-
rem 3, the optimization problem Tp formulated in (16) is
the basic optimization problem for problem Fp. Accord-
ingly, we first solve optimization problem Tp formulated in
(16). Since this basic optimization problem is also a non-
linear and non-convex optimization problem, it is difficult
to directly obtain the optimal solution, especially the closed-
form solution. However, the problem can be decoupled into
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three subproblems and solved using an alternating optimiza-
tion approach. The solution obtained by this method is sub-
optimal.

5.1 BS PM P Design for the First Phase

For given F, G, W, and A, the problem in (16) w.r.t. P can be
reformulated as the following weighted minimum problem:

min
P

K∑
k=1

(Tr(WkMk)) , (21a)

s.t. : Tr(P†P) ≤ Pb, (21b)
Tr(GHrbPP†H†rbG† +GG†) ≤ Pr. (21c)

Since an iterative design is considered herein, the relay
power constraint in (21c) can be ignored in order to sim-
plify the BS PM P design in the first phase, which does not
affect the final result. Next, we present the following lemma
to illustrate that subproblem (21) with respect to PM P is
convex without considering the relay power constraint.

Lemma 2: For given BS PM F, relay BM G, A, and weight
matrices Wk, the subproblem of BS PM P with fixed re-
lay power to minimize the matrix-weighted sum-MSE in the
considered MIMO-RBC formulated in (21) is convex.

Proof: We first prove the objective function is convex. Since

J
(
{Pk}Kk=1

)
=

K∑
k=1

(Tr(WkMk)) =
K∑

k=1

Jk (Pk) , (22)

where

Jk (Pk) = Tr
(
Wk

(
I −

[
Ak1ĤkbPk + Ak2ĤkrbPk

+Ak2ĤkbFk

]
−

[
P†kĤ†kbA†k1 + P†kĤ†krbA†k2 + F†kĤ†kbA†k2

]
+Ak1A†k1 + Ak2EkA†k2 + AkZkA†k

))
+

K∑
i=1

Tr
(
Wi

[
Ai1ĤibPk + Ai2ĤirbPk

+Ai2ĤibFk

] [
P†kĤ†ibA†i1 + P†kĤ†irbA†i2 + F†kĤ†ibA†i2

])
,

in which the Ak is needed to be split into two matrices, i.e.,
Ak = [Ak1, Ak2]. Hence, we need only verify that Jk (Pk)
is convex because the sum of two convex functions is also a
convex function. According to the differential rule for vec-
tors and the definition of Hessian matrices [25], [29], we can
obtain the following matrix:

H(Jk) =
[
Hpkp∗k Hpkpk

Hp∗kp∗k Hp∗kpk

]
≥ 0, (23)

whereH(Jk) is a Hessian matrix, pk = Vec(Pk), Vec(·) sig-
nifies the matrix vectorization operator, p∗k is the conjugate
of pk, andHpkp∗k is the partial derivative of pkp∗k.

Hence, the objective function in (21a) is convex due to

H(Jk) ≥ 0. Similarly, it can be verified that the feasible
region of the BS power constraint in (21b) is also convex.

□
Thus, the Lagrangian function of (21) for P is given as

LP =

K∑
k=1

(Tr(WkMk)) + λp

(
Tr

(
PP†

)
− Pb

)
.

Accordingly, the first-order necessary condition of LP w.r.t.
each Pk yields the KKT conditions, as follows:

∂LP

∂P∗k
= −H̃†kbA†kWk + H̃†kbA†kWkAk2ĤkbFk

+

 K∑
i=1

H̃†ibA†i WiAiH̃ib + λpI
 Pk = 0, (24)

λp

 K∑
k=1

Tr
(
PkP†k

)
− Pb

 = 0, (25)

K∑
k=1

Tr
(
PkP†k

)
≤ Pb. (26)

Based on the above KKT conditions, we can obtain each Pk
as:

Pk =

( K∑
i=1

(
H̃†ibA†i WiAiH̃ib

)
+ λpI

)−1

H̃†kbA†kWk

(
I − Ak2ĤkbFk

)
,

(27)

where H̃ib =
[
ĤT

ib ĤT
irb

]T
, and λp is the Lagrangian multi-

plier. We can obtain the value of λp through a 1-D search
mechanism because Tr(P(λp)P(λp)†) † decreases monotoni-
cally with λp.

5.2 BS PM F Design for the Second Phase

For given P, G, W, and A, the problem in (8) w.r.t. F can be
reformulated as

min
F

K∑
k=1

(Tr(WkMk)) , s.t. : Tr(F†F) ≤ Pb. (28)

Lemma 3: With given BS PM P, relay BM G, A, and
weight matrices Wk, the subproblem of the BS PM F design
to minimize the matrix-weighted sum-MSE in the MIMO-
RBC considered here and formulated in (28) is convex.

Proof: The proof is similar to that of Lemma 2 and is omit-
ted here. □

Thus, the Lagrangian function of (28) for F is shown
by

LF =

K∑
k=1

(Tr(WkMk)) + λ f

(
Tr

(
FF†

)
− Pb

)
.

†P(λp) means P is the function of λp.
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Then, the first-order necessary condition of L w.r.t.
each Fk yields the KKT conditions as follows:

∂LF

∂F∗k
= −Ĥ†kbA†k2Wk + Ĥ†kbA†k2Wk

(
Ak1Ĥkb

+Ak2Ĥkrb

)
Pk

+

 K∑
i=1

Ĥ†ibA†i2WiAi2Ĥib + λ f I
 F†k = 0, (29)

λ f

 K∑
k=1

Tr
(
FkF†k

)
− Pb

 = 0, (30)

K∑
k=1

Tr
(
FkF†k

)
≤ Pb. (31)

Based on the above KKT conditions, we can obtain each Fk
as:

Fk =

 K∑
i=1

Ĥ†ibA†i2WiAi2Ĥib + λ f I
−1 (

Ĥ†kbA†k2Wk

(
I−(

Ak1Ĥkb + Ak2Ĥkrb

)
Pk

))
,

(32)

where λ f is the Lagrangian multiplier, which can be
obtained through a 1-D search mechanism, because
Tr(F(λ f )F(λ f )†) monotonically decreases with λ f .

5.3 RS BM G Design

For given P, F, W, and A, the problem in (8) w.r.t. G can be
reformulated as follows:

min
G

K∑
k=1

(Tr(WkMk)) , s.t. : (4b). (33)

Lemma 4: Given matrices P, F, and A and weight matri-
ces Wk, the subproblem of the RS BM G design to minimize
the matrix-weighted sum-MSE in the MIMO-RBC consid-
ered here and formulated in (33) is convex.

Proof: The proof is similar to that of the Lemma 2, so it is
omitted here. □

Therefore, the Lagrangian function of (33) for G is
shown by

Lg =

K∑
k=1

(Tr(WkMk)) + λg
(
Tr(GĤrbPP†Ĥ†rbG†

+e2
rbσ

2
rbGdiag [Pb]Nr G† +GG†) − Pr

)
.

Accordingly, based on L’s first-order necessary condition
with respect to G, we can derive the KKT conditions as fol-
lows:

∂Lg

∂G†
=

K∑
k=1

(
− Ĥ†krA

†
k2WkP†kĤ†rb

+ Ĥ†krA
†
k2WkAk1ĤkbPP†Ĥ†rb

)
+

( K∑
k=1

Ĥ†krA
†
k2WkAk2Ĥkr

+ λgI
)
G

(
I + ĤrbPP†Ĥ†rb

)
+

K∑
k=1

K∑
i=1

(
Ĥ†krA

†
k2WkAk2ĤkbFiP†i Ĥ†rb

)
= 0.

(34)

λg
(
Tr

(
GĤrbPP†Ĥ†rbG† + e2

rbσ
2
rbGdiag [Pb]Nr G†

+GG†
)
− Pr

)
= 0.

(35)

Tr
(
GĤrbPP†Ĥ†rbG† + e2

rbσ
2
rbGdiag [Pb]Nr G†

+GG†
)
≤ Pr.

(36)

Based on the above KKT conditions, we can obtain relay
matrix G as:

G =
 K∑

k=1

Dk + λgI
−1 ( K∑

k=1

(
Ok − Qk

−
K∑

i=1

Tki

)) (
I + ĤrbPP†Ĥ†rb

)−1
,

(37)

where

Dk ≜ Ĥ†krA
†
k2WkAk2Ĥkr,

Ok ≜ Ĥ†krA
†
k2WkP†kĤ†rb,

Qk ≜ Ĥ†krA
†
k2WkAk1ĤkbPP†Ĥ†rb,

Tki ≜ Ĥ†krA
†
k2WkAk2ĤkbFiP†i Ĥ†rb,

and the Lagrangian multiplier of λg is obtained through a
1-D search mechanism.

5.4 General Iterative Joint Design Algorithm for Problem
Tp

In the aforementioned discussion, by fixing three of the four
matrices (P, F, G and A/W), the remaining matrix can be
optimized. Therefore, we propose a joint design algorithm
to jointly optimize P, F, G, and A/W based on alternat-
ing optimization. The joint design algorithm is outlined in
Algorithm 1 (In our algorithm, feedback of the communica-
tion state from the receiver to the base station is necessary.
This feedback is only performed one time and is not nec-
essary for each loop of the algorithm. We assume that this
information can be transmitted from the receiver to the base
station through a dedicated control channel allocated by the
base station.).

This algorithm is always convergent to a stationary
point. The convergence analysis of this algorithm is also
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Algorithm 1 : Joint Design Algorithm for Problem Tp

1: Initialize: P = F =
√

Pb
Nb

I, G = ρI, and ρ is set under the relay’s power

constraints, Ak/Wk ↢ (15)/(17) with P = F =
√

Pb
Nb

I and G = ρI,
∀k ∈ U.

2: For:
3: Pk ↢ (27) for fixed F, G, W, and A, ∀k ∈ U;
4: Fk ↢ (32) for fixed P, G, W, and A, ∀k ∈ U;
5: G↢ (37) for fixed P, F, W, and A;
6: Ak ↢ (15) for fixed P, F, and G ∀k ∈ U;
7: Wk ↢ (17) for fixed P, F, and G, ∀k ∈ U;
8: End: The convergence criterion is satisfied.

referred to as the block coordinate method [18]. The numer-
ical results of the present study will demonstrate the conver-
gence. In addition, the computational complexity of this al-
gorithm is O(N3

b ) times the number of iterations [18], where
Nb is the number of antennas at the BS.

6. Matrices Design for Problem Fp

The constrained forms of the newly formulated problem of
(20) will be relaxed to obtain the optimal matrices design
for the above problem Fp at first. Next, we can use the re-
sults based on the problem Tp to solve the relaxed problem.
Finally, a jointly designed general algorithm (Algorithm 2),
which is similar to that based on problem Tp, can also be ob-
tained for the source PM and the relay BM based on problem
Fp.

First, we can rewrite the constrained forms of the (20)
in a relaxed manner as

[P,F,G] = arg min
{P,F,G}

K∑
k=1

(
ζk = log det |Ek |

)
, (38a)

s.t. : Tr(PkP†k) = pk, and Tr(FkF†k) = ck,

k ∈ {1, 2, · · · ,K}, (38b)
Tr(GHrbPP†H†rbG† +GG†) ≤ Pr, (38c)

where p ≜ {pk}Kk=1 and c ≜ {ck}Kk=1 are constant and are deter-
mined in advance under the constraint of the power budget,
i.e.,

∑K
k=1 pk = Pb and

∑K
k=1 ck = Pb.

Remark 1: Due to the fact that ζk(c′k) < ζk(ck) for all c′k >
ck and fixed p (or ζk(p′k) < ζk(pk) for all p′k > pk and fixed
c) with the optimal beamforming structure of the problem
in (38), we can adjust the predetermined constant vectors
p and c to meet the equivalent condition of (20b) using an
iterative method.

Based on the relaxed problem in (38) and the results
of problem Tp, we can directly obtain the general iterative
algorithm for problem Fp, as shown in Algorithm 2.

This algorithm is also always convergent to a station-
ary point. The convergence analysis of this algorithm is also
referred to as the block coordinate method [18]. The numer-
ical results presented herein will demonstrate the conver-
gence. In addition, we can obtain the computational com-
plexity for this algorithm as O(N3

b ) times the number of iter-
ations [18].

Algorithm 2 : Joint Design Algorithm for Problem Fp

1: Initialize: pk = ck =
Pb
K , P = F =

√
Pb
Nb

I, G = ρI, and ρ is set under

the relay’s power constraints, Ak/Wk↢ (15)/(17) with P = F =
√

Pb
Nb

I
and G = ρI, ∀k ∈ U.

2: For:
3: Pk ↢ (27) for fixed F, G, W, and A based on (38), ∀k ∈ U;
4: Fk ↢ (32) for fixed P, G, W, and A based on (38), ∀k ∈ U;
5: G↢ (37) for fixed P, F, W, and A;
6: Ak ↢ (15) for fixed P, F, and G ∀k ∈ U;
7: Wk ↢ (17) for fixed P, F, and G, ∀k ∈ U;
8: Update p and c by the following steps: pi ↢ (pi− △),ci ↢ (ci− △),

and p j ↢ (p j+ △), c j = c j+ △, where i = arg min{i=1,...,K} ζi, j =
arg max{ j=1,...,K} ζ j, and △= (1 − Kζi∑K

k=1 ζk
)ci.

9: End: The convergence criterion is satisfied.

7. Numerical Results

In this section, numerical results are obtained in order
to verify the performance superiority of the proposed de-
sign scheme over 2,000 random channel realizations for an
MIMO-RBC with coordinated users (WCU). The proposed
design scheme is referred to as WMMSE-WCU and is com-
pared to the following schemes:

1. WMMSE-MRC&MRT-WCU. This scheme is derived
from that presented in [12]. In [12], only P is designed
for the BS. Here, we have extended the scheme to in-
clude F for fair comparison. As a result, the extended
scheme from [12] also considers direct users and relay
users. However, the BM design for the RS is based on
the principles of the maximum ratio combining (MRC)
and maximum ratio transmission (MRT).

2. GCI-I-WCU. This scheme also considers direct users
and relay users. However, the PM design for the BS is
based on the GCI scheme [22], and the BM design for
the RS is fixed to be scaled by the identity matrix I.

3. WMMSE-NCU [12]. This scheme considers only relay
users. However, as far as we know, this scheme is near-
optimal for scenarios that do not consider coordinated
users (direct users).

All schemes are compared under the same condition
of various network parameters with the perfect CSIT and
imperfect CSIT to verify the effectiveness of the proposed
scheme in both cases. We jointly consider the configuration
of both large-scale and small-scale fading wireless channels,
and the matrices of the channel follow i.i.d. CN(0, 1

ℓτ
) en-

tries [22], where ℓ and τ = 3 indicate the normalized dis-
tance between two nodes and the path loss exponent, respec-
tively. In the network settings, the BS, the RS, and the relay
users (RUs) are arranged along a line, with all of the RUs
located at the same position. All of the direct users (DUs)
are also deployed at the same position, and distance (ℓib)
between the BS and the DUs is equal to half of the dis-
tance (ℓrb + ℓkr) between the BS and the RUs, as depicted
in Fig. 2 (In our settings, we choose the same position in
order to obtain the same distance. For the same distance,
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Fig. 2 Distances between the BS and the RS, between the BS and (RUs),
and between the BS and DUs, i.e., ℓib = 1

2 (ℓrb + ℓkr).

different users may experience the same “long-term fading”,
such as path loss, for example. For the same distance, differ-
ent users experience different “short-term fading”. In other
words, users at the same position have different multi-path
fading. The proposed scheme is based on precoding, which
can help us to reduce the interference.). Note that the RUs
(or DUs) are deployed at the same position in these simu-
lations only for simulation convenience, and the results can
be extended to other deployment setups for RUs (or DUs).

For problem Fp, to provide a fair comparison, all of
these schemes are adjusted to be suitable for a max-min
achievable rate among all users (For the purposes of perfor-
mance comparison, we should use the same standard. For
each scheme, we have conducted a simulation to maximize
the minimum-value of each user, which enables fair com-
parison.).

7.1 Convergence Property

We first show the convergence properties of the proposed
precoding strategy in Figs. 3 and 4 for problems Tp and
Fp, respectively. Figure 4 shows that, in the initial rounds,
each user has a different minimum rate, and the minimum
rates for all of the users eventually converge after 30 iter-
ations (Please note that the convergence property observed
in Figs. 3 and 4 is one kind of realization for Algorithms
1 and 2, respectively. Other topologies, such as different
channel-gains, can also be used to demonstrate the conver-
gence property of the proposed algorithms. In addition, the
input parameters of Algorithm 1 (Algorithm 2) and Fig. 3
(Fig. 4) are accordance with each other.).

7.2 Rate Comparison

Figures 5 through 8 show the results for problem Tp. Fig-
ure 5 shows the average sum rate of the network versus the
transmit power with perfect CSIT and imperfect CSIT, when
the positions of all nodes are fixed. Note that, for fair com-
parison, the total transmit powers of the base station during
two phases are the same for all schemes. Thus the trans-
mitted power in the first phase of WMMSE-NCU is boosted
twice as large as that of WMMSE-WCU since WMMSE-
WCU allows BS to transmit signal in the second phase. All
of the distances are normalized by that between the BS and
the RUs. In Fig. 5, ex is constant. This may not be satisfied
under the SNR varying condition as ex has inverse correla-
tion to SNR if the main occurrence factor of CSIT error is
thermal noise on the receiver. To reflect the influence of the

Fig. 3 Convergence properties for one (randomly selected) channel re-
alization with Pb = Pr (signal-to-noise ratio (SNR) = 24 dB, where
Nb = Nr = 4, K = 4, and ex = 0.1. The BS is located at (0, 0), and the
RS is located at (0, 0.5). Moreover, all relay users are located at (0, 1.0),
and all direct users are located at (0.25, −

√
3/4) on a two-dimensional sur-

face (i.e., ℓib = 1
2 (ℓrb + ℓkr) and ℓkr = ℓir), and wk = 1, ∀k ∈ U (Here,

the SNR indicates the value of the transmitter side [21]. In other words,
the SNR is equal to Pb or Pr , which has been normalized based on a noise
level of 1.).

Fig. 4 Convergence properties for one (randomly selected) channel real-
ization with Pb = Pr (SNR = 20 dB) and rk = − log det |Ek | (k = 1, 2, 3,
4), where Nb = Nr = 4, K = 4, and ex = 0.2. The BS is located at (0,
0), and the RS is located at (0, 0.5). Moreover, all of the relay users are
located at (0, 1.0), and all of the direct users are located at (0.25, −

√
3/4)

on a two-dimensional surface (i.e., ℓib = 1
2 (ℓrb + ℓkr) and ℓkr = ℓir), and

wk = 1, ∀k ∈ U.

estimation error, Fig. 6 shows the average sum-rate of the
network versus estimation error ex, when the powers at BS
and RS are fixed. The proposed scheme with the designed
precoding strategy outperforms the other schemes with dif-
ferent estimation error. Figure 7 shows the average sum rate
of the network versus the relay position for the case in which
the powers at the BS and the RS are fixed. Figure 8 shows
the average sum rate of the network versus K and versus
the numbers of antennas of the BS and the RS, where the
number of antennas of the BS is the same as that of the RS.

Figures 5 through 8 indicate that the proposed scheme
with the designed precoding strategy outperforms the other
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Fig. 5 Average sum rate versus transmit power with Pb = Pr (SNR dB),
where Nb = Nr = 6, K = 6, ex = 0.1, and ex = 0 (i.e., perfect CSIT).
The BS is located at (0, 0), and the RS is located at (0, 0.5). Moreover, all
relay users are located at (0, 1.0), and all direct users are located at (0.25,
−
√

3/4) on a two-dimensional surface (i.e., ℓib = 1
2 (ℓrb+ℓkr) and ℓkr = ℓir),

and wk = 1, ∀k ∈ U.

Fig. 6 Average sum-rate versus the estimation error ex with Pb = Pr =

24 (SNR dB), where Nb = Nr = 6, K = 6. BS is located at (0, 0), RS
is at (0, 0.5), all relay-users are at (0, 1.0) and all direct-users are at (0.25,
−
√

3/4) on a two-dimensional surface (i.e., ℓib = 1
2 (ℓrb+ℓkr) and ℓkr = ℓir),

and wk = 1, ∀k ∈ U.

schemes, especially the scheme that does not consider DUs,
in the case of either perfect CSIT or imperfect CSIT. This
is because schemes that do not consider DUs (i.e., the BS
remains silent during the second phase) experience DOF
loss, and the maximum number of degrees of freedom is Nb.
However, the maximum number of degrees of freedom in
the proposed scheme with the designed precoding strategy
is 2Nb. Furthermore, all of the schemes that consider direct
users and relay users, i.e., the proposed WMMSE-WCU,
WMMSE-MRC&MRT-WCU, and GCI-I-WCU, were ap-
plied to the same number of MUs. Figures 5 through 8 in-
dicate that the proposed WMMSE-WCU scheme performs
better than WMMSE-MRC&MRT-WCU or GCI-I-WCU.
Schemes that consider non-coordinated users (NCU), such
as WMMSE-NCU, only support half of mobile-users. Ac-
cordingly, based on Eq. (11), we can conclude that the pro-
posed scheme can better deal with multi-user interferences
caused by the RUs and DUs.

Fig. 7 Average sum rate versus relay position with Pb = Pr = 24
(SNR dB), where Nb = Nr = 6, K = 6, ex = 0.1 and ex = 0 (i.e., per-
fect CSIT). The BS is located at (0, 0), and the RS is located at (0, x).
Moreover, all relay users are located at (0, 1.0), and all direct users are lo-
cated at (0.25, −

√
3/4) on a two-dimensional surface (i.e.,ℓib = 1

2 (ℓrb+ℓkr),
where x is in [0.1, 0.9], and wk = 1, ∀k ∈ U.

Fig. 8 Average sum rate versus number of BS antennas, where Nb =

Nr = K, N1 = N2 = · · · = NK = 2, ex = 0.1, and ex = 0 (i.e., perfect
CSIT), and Pb = Pr = 24 (SNR dB). The BS is located at (0,0), and
the RS is located at (0, 0.5). All relay users are located at (0, 1.0), and all
direct users are located at (0.25, −

√
3/4) on a two-dimensional surface (i.e.,

ℓib =
1
2 (ℓrb + ℓkr) and ℓkr = ℓir), and wk = 1, ∀k ∈ U.

7.3 Sum Rate and Minimum Rate

The results in Fig. 9 show the achievable sum rates and
the achievable minimum rate among all users for different
schemes with the perfect CSIT and imperfect CSIT. The
sum rate and minimum rate of the proposed scheme are
higher than those of the other schemes, for the cases of ei-
ther perfect CSIT or imperfect CSIT, except for the mini-
mum rate of the WMMSE-NCU scheme, because the num-
ber of users in the WMMSE-NCU scheme is half that of
other schemes, less inter-user interference is introduced.

8. Conclusion

The half-duplex constraint is a major potential weakness for
relay techniques because system bandwidth resources are
used inefficiently due to the necessity of dedicated band-
width for relay retransmissions. In the present study, we
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Fig. 9 Sum rate and minimum rate of various schemes for one (randomly
selected) channel realization with erb = ekb = ekr = 0 (i.e., perfect CSIT)
and erb = ekb = ekr = 0.1, where Pb = Pr = 20 (SNR dB), Nb = Nr =

4, and K = 4 for the 1st , 2nd , and3rd schemes, and K = 2 for the 4th scheme.
The BS is located at (0, 0), and the RS is located at (0, 0.5). All relay users
are located at (0, 1.0), and all direct users are located at (0.25, −

√
3/4) on a

two-dimensional surface (i.e., ℓib = 1
2 (ℓrb + ℓkr) and ℓkr = ℓir), and wk = 1,

∀k ∈ U. (1 ≜ WMMSE-WCU, 2 ≜ WMMSE-MRC&MRT-WCU, 3 ≜
GCI-I-WCU, and 4 ≜WMMSE-NCU.)

proposed a general communication scheme with a precoding
design strategy for a MIMO-RBC with coordinated users in
order to overcome the relay’s HDC and achieve full DoF so
as to improve the frequency efficiency. Furthermore, since
the problems associated with the throughput and fairness
criteria for the robust source PM and relay BM designs are
non-linear and non-convex, we considered a WMMSE pre-
coding design method by which to jointly design the source
PM and relay BM based on an alternating optimization ap-
proach. The proposed scheme with the advanced precod-
ing strategy can significantly increase the diversity gain of
the MIMO-RBC, and its performance has been verified nu-
merically. As an extension, in the future, we intend to in-
vestigate a regenerative, full-duplex scheme that considers
coordinated users.
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Appendix

The achievable rate of a MIMO channel is an extension of
the mutual information formula for a SISO channel. Specif-
ically, the achievable rate is given in terms of the mutual
information between the channel input vector sk and output
vector yk, as follows:

Rk ≤ I(sk; yk) = H(yk) − H(yk |sk) (A· 1)

Since this noise Nk has fixed entropy independent of
the channel input, maximizing mutual information is equiv-
alent to maximizing the entropy in yk. The entropy of yk
is maximized when yk is a zero-mean circularly symmetric
complex Gaussian (ZMCSCG) random vector [30], but yk is
only ZMCSCG if the input s is ZMCSCG. This yields

H(yk) = log det

∣∣∣∣∣∣∣πe(
K∑

i=1

HkP̃iP̃†i H†k + NkN†k)

∣∣∣∣∣∣∣ , (A· 2)

H(yk |sk) = log det

∣∣∣∣∣∣∣πe(
K∑

i=1,i,k

HkP̃iP̃†i H†k + NkN†k)

∣∣∣∣∣∣∣ , (A· 3)

Then, assuming Gaussian signaling for the source,
the kth MU can achieve the following rate during the two
phases:

Rk = H(yk) − H(yk |sk) = log det
∣∣∣I + P̃†kH†kR−1

Ik
HkP̃k

∣∣∣ ,
(A· 4)

where RIk = NkN†k +
∑K

i=1,i,k HkP̃iP̃†i H†k .

Yun Li received his B.E. in Information and
Engineering Control from Shanghai Jiao Tong
University, Shanghai, China, and his M.E. from
the Department of Communications and Com-
puter Engineering at Kyoto University, Japan.
Currently, he is working towards his Ph.D. at
the University of Tokyo, Japan. His research in-
terests focus on energy efficient heterogeneous
cell networks and MIMO, cognitive radio net-
work enabled spectrum resource optimization
with game theory, and economic models.

Haibin Wan received his Ph.D. in Elec-
tronic Engineering from Shanghai Jiao Tong
University, Shanghai, China, in 2013. He is
currently with the College of Computer Sci-
ence and Electronic Information, Guangxi Uni-
versity, Nanning, China. His research interests
include cooperative communications, resource
allocation, physical-layer security, and massive
MIMO techniques.

Wen Chen received his B.S. and M.S. de-
grees from Wuhan University, Wuhan, China, in
1990 and 1993, respectively, and his Ph.D. from
The University of Electro-Communications, To-
kyo, Japan, in 1999. From 1991 to 2001, he was
a Researcher with the Japan Society for the Pro-
motion of Sciences. In 2001, he was with the
University of Alberta, Edmonton, AB, Canada,
first as a Postdoctoral Fellow in the Informa-
tion Research Laboratory and then as a Research
Associate in the Department of Electrical and

Computer Engineering. Since 2006, he has been a Full Professor with
the Department of Electronic Engineering, Shanghai Jiao Tong University,
Shanghai, China, where he is also the Director of the Institute for Sig-
nal Processing and Systems. His research interests include network cod-
ing, cooperative communications, cognitive radio, and MIMO orthogonal
frequency-division multiplexing systems.

Tohru Asami received his B.E. and M.E. de-
grees in Electrical Engineering from Kyoto Uni-
versity in 1974 and 1976, respectively, and his
Ph.D. from the University of Tokyo in 2005. In
1976, he joined KDD (KDDI). Since that time,
he has worked in several research areas such
as Internet-JUNET Gateway systems, network
management systems, and ubiquitous comput-
ing. After C.E.O. of KDDI R&D Labs. Inc.,
in 2006, he was appointed as a professor at The
University of Tokyo in the Deptartment of In-

formation and Communication Engineering in the Graduate School of In-
formation Science and Technology. From 2003 to 2005, he was a vice
chairman of the board of directors of the Information System Society in
The Institute of Electronics, Information and Communication Engineers,
Japan (IEICE-ISS). He is a member of the IEEE and ACM.

http://dx.doi.org/10.1109/tsp.2011.2147784
http://dx.doi.org/10.1109/tsp.2011.2147784
http://dx.doi.org/10.1007/3-540-45631-7_39
http://dx.doi.org/10.1007/3-540-45631-7_39
http://dx.doi.org/10.1007/3-540-45631-7_39
http://dx.doi.org/10.1007/3-540-45631-7_39
http://dx.doi.org/10.1109/isspa.2007.4555383
http://dx.doi.org/10.1109/isspa.2007.4555383
http://dx.doi.org/10.1109/isspa.2007.4555383
http://as.wiley.com/WileyCDA/WileyTitle/productCd-0471241954.html
http://as.wiley.com/WileyCDA/WileyTitle/productCd-0471241954.html



