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Abstract—In this paper, we investigate the resource allocation for joint transmitter and receiver energy efficiency maximization in orthogonal frequency division multiple access (OFDMA) systems. An elaborate power dissipation model is proposed for OFDMA systems considering the transmission power from the base station side, the signal processing power and radio frequency (RF) circuit power from both sides. Then we formulate the energy efficiency maximization problem and propose a two-step method based on the relationship analysis of the single subcarrier-user (SU) pair energy efficiency and system energy efficiency. Specifically, we first pair each subcarrier with the user resulting in highest SU pair energy efficiency, which is motivated by a special case study. Then, we propose a linear complexity scheme by exploring the inherent fractional structure of the system energy efficiency, which is proved to be optimal for the power allocation with given SU pairing in the first step. Finally, we provide a sufficient condition under which our proposed two-step method is globally optimal. Numerical results demonstrate the effectiveness of the proposed method and we also find that exploiting more user diversity is not always beneficial from the perspective of energy efficiency.

I. INTRODUCTION

Green technologies have inevitably become the design components of future communication systems. Energy efficiency defined as bits per joule has been accepted gradually as an important metric to assess the performance of communication systems besides system throughput [1] due to its nature of pursuing the most effective utilization of every joule. Meanwhile, orthogonal frequency division multiple access (OFDMA) has emerged as a promising candidate for the next generation wireless networks due to its high spectral efficiency and resistance to multipath fading [2]. Therefore, it is particularly crucial to investigate the energy efficiency of OFDMA systems towards transforming green concepts into future communication systems.

Recently, some attempts have been reported on the energy-efficient designs in OFDMA systems [3]–[9]. However, these previous works at least have three major limitations in terms of system assumptions. First, these works [3]–[8] only consider the power consumption either from the base station (BS) side or from the user side. Practically, the concept of energy efficiency should involve the overall system throughput and the overall system power consumption [1]. Second, most of these works [3]–[7] assume that the baseband signal processing power is a constant regardless of the bandwidth. However, according to recent investigations from industrial perspectives [8]–[10], the signal processing cost linearly scales with the bandwidth or the number of used subcarriers. Third, these works [3]–[9] assume the constant radio frequency (RF) circuit power model without considering the number of users, which does not realistically reflect the power consumption varying with the number of users in OFDMA systems. In addition, it has been reported that with inaccurate power consumption models, the associated energy-efficient designs may suffer from some performance loss and even lead to reverse conclusions sometimes [1], [11]. To the best of our knowledge, the energy efficiency of OFDMA systems under the general power consumption model considered in this paper has not been studied so far and we aim to cover all the above three issues.

Meanwhile, low complexity designs may be highly expected especially in green-oriented communication systems [1], [4], since the solutions with high computational complexities may result in additional energy costs in practice due to the huge computational loads and memory requirement, which contradicts with the green objectives. Authors in [4] study the low complexity scheduling but the proposed method is not applicable to the considered power consumption model here.

In this paper, we investigate the low complexity energy-efficient resource allocation in OFDMA systems under an elaborate power consumption model where the transmission power from BS side, the baseband processing power and the RF circuit power from both sides are taken into consideration. Based on a special case study, we design an efficient scheme to implement SU pairing. Then we further propose an optimal power allocation scheme under the given SU pairing in the first step. Finally, a sufficient condition which guarantees the global optimality of the proposed two-step method is provided.

II. SYSTEM DESCRIPTION AND PROBLEM FORMULATION

A. System Model

Consider a downlink OFDMA network in a single cell with one BS and $K$ users which are all equipped with one antenna. The total bandwidth $W$ is equally divided into $N$
subcarriers, each with a bandwidth of $B = \frac{W}{N}$. Besides, the channel is modeled to include both large scale fading and small scale fading. The large scale fading includes path loss and shadowing loss. The small scale fading is assumed to be frequency selective with block among subcarriers, i.e. the fading coefficient of each subcarrier among different users is an independent constant within each time slot [4]. We assume that perfect channel state information (CSI) is available for BS to optimize system energy efficiency. The SU pairing and power allocation settings are allowed to vary from one time slot to another according to the CSI [6]. We also assume that each subcarrier is exclusively assigned to at most one user in each scheduling slot, in order to avoid the interference among different users. Each user, on the other hand, can occupy more than one subcarrier to achieve the maximal energy efficiency. Denote $p_{i,j}$ and $h_{i,j}$ as the allocated power and channel gain for user $j$ on subcarrier $i$, respectively. Then, the maximum corresponding achievable data rate $r_{i,j}$ of user $j$ on subcarrier $i$ is given by

$$r_{i,j} = B \log_2 \left( 1 + \frac{p_{i,j}h_{i,j}}{N_0 B} \right), \tag{1}$$

where $N_0$ is the spectral density of the additive white Gaussian noise. Thus, the overall system data rate is

$$R_{\text{tot}} = \sum_{i=1}^{N} \sum_{j=1}^{K} \rho_{i,j} r_{i,j}, \tag{2}$$

where the pairing indicator $\rho_{i,j} \in \{0,1\}$ indicates that the subcarrier $i$ is paired to the user $j$ if $\rho_{i,j} = 1$, otherwise $\rho_{i,j} = 0$.

### B. An Elaborate Power Consumption Model

For the BS, its power consumption includes the transmission power, the constant RF circuit power, and the signal processing power which linearly scales with the number of used subcarriers [1], [8], [12]. Denote $P_{s0}$ as the signal processing power per subcarrier in the BS side. The power consumption on subcarrier $i$ is

$$P_{ti} = \sum_{j=1}^{K} \rho_{i,j} \left( \frac{p_{i,j}}{\xi} + I(p_{i,j})P_{s0} \right), \tag{3}$$

where $\xi \in (0, 1)$ is a constant accounting for power efficiency of the amplifier [5]–[9] and the indicator function $I(x)$ is defined as

$$I(x) = \begin{cases} 1, & \text{if } x > 0, \\ 0, & \text{otherwise}. \end{cases} \tag{4}$$

From (3), we can see that even if the subcarrier $i$ is paired to the user $j$, $P_{s0}$ should not be added to the power consumption of the BS side if the power allocation $p_{i,j}$ is zero. Then, the power consumption in the BS side is

$$P_1 = \sum_{i=1}^{N} P_{ti} + P_b, \tag{5}$$

where $P_b$ represents the constant RF circuit power of the BS. For each user in the receiver side, similarly, its power consumption includes the constant RF circuit power, and the signal processing power which also linearly scales with the number of used subcarriers [1], [8], [13]. Denote $P_{sj}$ as the per-subcarrier signal processing power and $P_{u,j}$ as the constant RF circuit power of the user $j$. Without loss of generality, $P_{sj}$ and $P_{u,j}$ of different users can be different, which represents different types of terminals employed. Then, the power consumption of the user $j$ is

$$P_{r,j} = P_{u,j} + \sum_{i=1}^{N} \rho_{i,j} I(p_{i,j})P_{s,j}. \tag{6}$$

Therefore, the overall system power consumption is

$$P_{\text{tot}} = P_1 + \sum_{j=1}^{K} P_{r,j}. \tag{7}$$

After some manipulations, it can be expressed as

$$P_{\text{tot}} = \sum_{i=1}^{N} \sum_{j=1}^{K} \rho_{i,j} \left( \frac{p_{i,j}}{\xi} + I(p_{i,j})(P_{s0} + P_{s,j}) \right) \frac{P_{r,j}}{P_{s,j}} + \sum_{j=1}^{K} P_{u,j} + P_b. \tag{8}$$

Note that $P_{r,j}$ denotes the power consumption of user $j$ on subcarrier $i$ and $P_0$ denotes the constant circuit power of the whole system which scales with the number of users.

### C. Problem formulation

The energy efficiency considered is defined as the overall system rate $R_{\text{tot}}$ over the overall system power $P_{\text{tot}}$. Thus, the average system energy efficiency can be expressed as

$$EE = \frac{R_{\text{tot}}}{P_{\text{tot}}}. \tag{9}$$

Mathematically, we can formulate the energy efficiency optimization problem as

$$\max_{\rho, p} \quad \frac{\sum_{i=1}^{N} \sum_{j=1}^{K} \rho_{i,j} B \log_2 \left( 1 + \frac{p_{i,j}h_{i,j}}{N_0 B} \right)}{\sum_{i=1}^{N} \sum_{j=1}^{K} \rho_{i,j} \left( \frac{p_{i,j}}{\xi} + I(p_{i,j})(P_{s0} + P_{s,j}) \right) + P_0}$$

s.t. \quad \sum_{j=1}^{K} \rho_{i,j} = 1, \quad \forall i, \quad \rho_{i,j} \in \{0,1\}, \quad \forall i, j, \quad\rho_{i,j} \geq 0, \quad \forall i, j, \tag{10}$$

where $\rho \triangleq \{p_{i,j} | i = 1, 2, ..., N; j = 1, 2, ..., K\}$ and $p \triangleq \{p_{i,j} | i = 1, 2, ..., N; j = 1, 2, ..., K\}$.

In the conventional spectral efficiency optimization, BS always transmits at the maximal power in order to achieve the date rate as high as possible. However, in the energy efficiency optimization, BS usually transmits within the allowed maximal power due to its conservative nature of saving power. Thus, the
total power constraint in the downlink scenario is not necessary [14].

To obtain the optimal solution to problem (10) is especially challenging, due to the existence of the piecewise functions $I(p_{i,j})$ and the combinatorial nature of the binary variables $\rho_{i,j}$. An alternative approach is the exhaustive search method whose complexity is prohibitively high. Moreover, the additional computations will introduce additional power consumption, which contradicts the expectation of high energy efficiency. Therefore, designing effective methods of low complexity for the energy efficiency optimization is necessary.

III. LOW COMPLEXITY DESIGNS FOR THE ENERGY EFFICIENCY OPTIMIZATION

In this section, we propose a low complexity two-step method based on the relationship analysis of each SU pair energy efficiency $ee_{i,j}$ and the system energy efficiency $EE$. In the next, we firstly introduce the energy efficiency of a single SU pair.

A. Energy Efficiency of A Single SU Pair

Assume that the $i$th subcarrier is paired with the $j$th user. Define the energy efficiency of a single SU pair as

$$ee_{i,j} = \frac{r_{i,j}}{P_{i,j}} = \frac{B \log_2 \left( 1 + \frac{p_{i,j}h_{i,j}}{N_0B} \right)}{\frac{\rho_{i,j}}{\xi} + I(p_{i,j})(P_0 + P_s j)}.$$  \hspace{1cm} (11)

Since the optimal transmission power $p_{i,j}$ can not be zero in maximizing the energy efficiency $ee_{i,j}$, we have the indicator function $I(p_{i,j}) = 1$. It is easy to verify that $ee_{i,j}$ is a strictly quasiconcave function of $p_{i,j}$ [14] and this fractional type function has been proved to have the stationary point which is also the optimal point [14]. Due to this property, setting the derivative of $ee_{i,j}$ with respect to $p_{i,j}$ to zero, we get the optimal power allocation $p_{i,j}^*$ and the optimal energy efficiency as follows

$$ee_{i,j}^* = \frac{\xi B h_{i,j}}{(B N_0 + p_{i,j}^* h_{i,j}) \ln 2}.$$  \hspace{1cm} (12)

Based on (11) and (12), the numerical values of $ee_{i,j}^*$ and $p_{i,j}^*$ can be easily obtained. Moreover, from (11), we can clearly observe that the energy efficiency $ee_{i,j}$ of a single SU pair increases with the channel gain $h_{i,j}$ and decreases with the signal processing power $P_0$ and $P_s j$.

B. Subcarrier-User Pairing

In the following, we firstly investigate a special case of the optimal SU pairing, which will provide valuable insights into the design of the efficient pairing scheme. By separating the subcarrier $m$ with the other subcarriers, the system energy efficiency can be written as

$$EE = \frac{\sum_{i \neq m} \sum_{j=1}^{K} p_{i,j} r_{i,j} + \sum_{j=1}^{K} \rho_{m,j} r_{m,j}}{\left( \sum_{i \neq m} \sum_{j=1}^{K} p_{i,j} P_{i,j} + P_0 \right) + \sum_{j=1}^{K} \rho_{m,j} P_{m,j}}.$$  \hspace{1cm} (13)

From (13) we can see that if the allocated power $p_{m,j}$ on the $m$th subcarrier is zero for all $j$, then the subcarrier $m$ makes no contribution to the system energy efficiency, since the pairing rate $r_{m,j}$ are zeros for all $j$. On the other hand, if $p_{m,j}$ is nonzero for some $j$, then the indicator function $I(p_{i,j}) = 1$. We should determine which user should be selected to pair with subcarrier $m$. Assume that user $k$ is paired with subcarrier $m$, i.e., $\rho_{m,k} = 1$, and $\rho_{m,j} = 0$ for $j \neq k$. Substituting the pairing rate and pairing power of the subcarrier $m$ into (13), we have

$$EE = \frac{\sum_{i \neq m} \sum_{j=1}^{K} p_{i,j} r_{i,j} + B \log_2 \left( 1 + \frac{p_{m,k} h_{m,k}}{N_0B} \right)}{\left( \sum_{i \neq m} \sum_{j=1}^{K} p_{i,j} P_{i,j} + P_0 \right) + \frac{p_{m,k}}{\xi} + P_{s0} + P_{sk} j.}$$  \hspace{1cm} (14)

Based on the observation of (14), we have the following theorem.

Theorem 1: For subcarrier $m$, if there is a certain user $k$ with the following property:

$$h_{m,k} = \max_{j=1,...,K} h_{m,j} and P_{sk} = \min_{j=1,...,K} P_{s,j},$$  \hspace{1cm} (15)

then user $k$ is the globally optimal user paired with the subcarrier $m$ in maximizing $EE$ in (10).

Proof: Please see Appendix A.

The users with this kind of property can always contribute the highest data rate with the lowest power consumption among all the users on the subcarrier $m$. In this case, Theorem 1 implies that we can select the globally optimal user for each subcarrier independently. However in practice, the users on some subcarriers may not necessarily possess this property. This means that for some subcarrier $m$, there is no user simultaneously with the highest $h_{i,j}$ and the lowest $P_{s,j}$ among all users $j$. In those cases, Theorem 1 is not applicable. Besides, it is difficult to find an alternative way to directly get the optimal $p_{i,j}$, since it couples optimal power allocation $p_{i,j}$ which is unknown yet. On the other hand, the complexity of exhaustive search for the optimal $p_{i,j}$ is $K^N$. To facilitate practical applications of the energy-efficient design, we need to design the SU pairing scheme with low complexity.

Motivated by Theorem 1, we adopt the maximal single pair energy efficiency (SEE) $ee_{i,j}$ as the metric to select the user for each subcarrier. Then the SU pairing policy is

$$\rho_{i,j}^* = \begin{cases} 1, & j = \arg \max_{j=1,...,K} ee_{i,j}^*, \\ 0, & \text{otherwise}, \forall i. \end{cases}$$  \hspace{1cm} (16)

Note that on the same subcarrier, the different terms for the users are the channel gain $h_{i,j}$ and signal processing power $P_{s,j}$. Clearly, the energy efficiency $ee_{i,j}$ of a single SU pair involves both of them. From Section III-A, we know that higher SEE implies that the user has higher $h_{i,j}$ or lower $P_{s,j}$ in some sense. Meanwhile, from Theorem 1, the user $j$ with the higher $h_{i,j}$ and the lower $P_{s,j}$ is more preferable to occupy the $i$th subcarrier in order to achieve the highest energy efficiency. Thus, this SEE based scheme for the SU pairing is rational and the simulation results will demonstrate that the case of an optimal user with a lower SEE is very limited. When there is more than one user having the same $ee_{i,j}$ for some subcarrier, we can either choose the user with higher $h_{i,j}$ to increase the
system throughput or the user with low $P_{s_j}$ to save the system power consumption.

C. Power Allocation

In this subsection, we propose an optimal power allocation scheme under the given $\rho^*$ in Section III-B. Note that each subcarrier $i$ has been paired with a unique user $j$ by $\rho^*_{i,j}$, which means that the system is simplified to a parallel-channel system. For notation simplicity, the user index $j$ is dropped in the subsequent discussion and denote $P_{ci} \triangleq P_{s0} + P_{s_j}$. Then the optimization problem (10) is transformed into the following problem:

$$
\max_P \quad EE = \frac{\sum_{i=1}^{N} B \log_2(1 + \frac{p_i h_{i}}{N_{0}B})}{\sum_{i=1}^{N} (\frac{p_i}{\xi} + I(p_i)P_{ci}) + P_0},
$$

(17a)

s.t. $p_i \geq 0$, \quad \forall i.

(17b)

From the problem analysis in Section II, the indicator function makes $EE$ a piecewise function of $p_i$. Thus, to directly derive the closed-form power allocation solution seems impossible. Authors in [14] propose an optimal power allocation scheme for problem (17) with a quadratic complexity. However, in our work, the optimal power allocation can be obtained with a linear complexity. In the next, we convert problem (17) into an equivalent one with the quasiconcave form as (11), which makes it easy to obtain the optimal power allocation.

Denote $R$ as the set of SU pairs in which pairs are allocated with positive powers, i.e. $R = \{i | p_i > 0\}$. Then the problem (17) can be written as

$$
\max_P \quad EE = \frac{\sum_{i \in R} B \log_2(1 + \frac{p_i h_{i}}{N_{0}B})}{\sum_{i \in R} (\frac{p_i}{\xi} + P_{ci}) + P_0},
$$

(18)

Comparing (17) and (18), if we can obtain the set $R$ which is composed of nonzero powers of optimal solutions to (17), then problem (18) can result in the same optimal power allocation as (17).

Given $R$, problem (18) is a standard quasiconcave optimization problem [15] and the optimal solution can be easily solved by setting the partial derivative of $EE$ with respect to $p_i$ to zero. After some manipulations, the optimal energy efficiency of (18) is given by

$$
EE^* = \frac{\xi B h_i}{(BN_0 + p_{i}^* h_i) \ln 2}, \quad i \in R.
$$

(19)

Denote $R^{opt}$ as the optimal set of problem (18). Our task is simplified to find the $R^{opt}$ in which the allocated power for each SU pair is positive in (17). In the following, we propose an ordering based successive adding (OSA) scheme to find the set $R^{opt}$. The key idea of the OSA scheme is based on exploiting the inherent fractional property of the $ee_i^*$ and $EE^*$. We firstly sort all SU pairs by their $ee_i^*$ in descending order according to (12), i.e., $ee_1^* \geq ee_2^* \geq \ldots \geq ee_N^*$. Then we add each SU pair to the set $R$ successively according to the order. In the $L$th round, we should determine whether the $L$th SU pair should be added to the set $R$. Let $EE_L = (\sum_{i=1}^{L} r_i)/(\sum_{i=1}^{L} P_i + P_0)$. The maximal $EE_L^*$ can be obtained by (19). Then we have the following theorem.

Theorem 2: 1) If $EE_L^{EE} < ee_L^*$, then there must be $EE_{L-1}^{EE} \leq EE_L^{EE} \leq ee_L^*$ and the $L$th SU pair should be added to the set $R$; 2) If $EE_L^{EE} > ee_L^*$, then there must be $EE_{L-1}^{EE} > EE_L^{EE} \geq ee_L^*$ and the $L$th SU pair should not be added to the set $R$.

Proof: Please see Appendix B.

Theorem 2 implies that in the $L$th round, the comparison result of $EE_{L-1}^{EE}$ and $ee_L^*$ is sufficient to determine whether the $L$th SU pair should be added to the set $R$. Note that the system energy efficiency and the power allocation will be updated by (18) and (19) whenever adding a SU pair to the set $R$. Based on Theorem 2 and the ordering property, we further have the following corollary.

Corollary 1: When $EE_{L-1}^{EE} > ee_L^*$, the first $L - 1$ SU pairs are allocated with positive powers and compose the optimal set $R^{opt}$ and $EE_{L-1}^{EE}$ is the maximal system energy efficiency for given $\rho^*$ in Section III-B.

Corollary 1 implies that SU pairs behind the $L$th pair can not be added to the set $R$ either, which means that the set including the first $L - 1$ SU pairs is the optimal set $R^{opt}$ and $EE_{L-1}^{EE}$ is the maximal system energy efficiency for given $\rho^*$. Due to limited space, this proof and the following theorem’s proof have been put in the journal version of this paper [16].

We call this two-step method for the energy-efficient OFDMA design as the SEE ordering based successive adding (SEEOSA), which is summarized in Algorithm 1. $EE$ and $\bar{p}_i$ therein denote the solution of the proposed SEEOSA method to problem (10). In the next, we provide a sufficient condition which can guarantee the optimality of the proposed SEEOSA.

### Algorithm 1 SEE Ordering based Successive Adding Method (SEEOSA)

1: For $i = 1 : N$
2: \hspace{1em} For $j = 1 : K$
3: \hspace{2em} Compute $p^*_i,j$ and $ee_i,j$ by (11) and (12);
4: \hspace{1em} End
5: \hspace{1em} Determine $\rho^*_{i,j}$ by (16);
6: End
7: Ordering all the $N$ SU pairs in descending order and set $EE_0^* = 0$
8: For $L = 1 : N$
9: \hspace{1em} Compare $EE_{L-1}^{EE}$ with $ee_L^*$
10: \hspace{2em} If $EE_{L-1}^{EE} < ee_L^*$
11: \hspace{3em} Add the $L$th pair to $R$;
12: \hspace{3em} Compute $p^*_i$ and $EE_{L-1}^{EE}$ (i \in R) by (18) and (19), respectively;
13: \hspace{2em} Else $EE_{L-1}^{EE} > ee_L^*$
14: \hspace{3em} $R^{opt} = R$;
15: \hspace{3em} $\bar{p}_i = p^*_i$ (i \in R), $\bar{p}_i = 0$ (i \notin R);
16: \hspace{3em} $EE = EE_{L-1}^{EE}$;
18: Return
20: End
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Fig. 1. The optimality validation for the OSA. Fig. 2. Energy efficiency versus subcarriers (K = 5). Fig. 3. Energy efficiency versus users (N = 32).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subcarrier bandwidth, B</td>
<td>15kHz</td>
</tr>
<tr>
<td>Signal processing power of user j, P_{sj}</td>
<td>10 – 30 mW</td>
</tr>
<tr>
<td>Signal processing power of BS, P_{b0}</td>
<td>50 mW</td>
</tr>
<tr>
<td>Thermal noise density, N_0</td>
<td>-174 dBm/Hz</td>
</tr>
<tr>
<td>Base station power, P_b</td>
<td>1000mW</td>
</tr>
<tr>
<td>User RF circuit power, P_{u0}</td>
<td>20mW</td>
</tr>
<tr>
<td>Power amplifier efficiency, ξ</td>
<td>0.38</td>
</tr>
<tr>
<td>Path loss model</td>
<td>Okumura-Hata</td>
</tr>
<tr>
<td>Shadowing</td>
<td>20 dB</td>
</tr>
<tr>
<td>Fading model</td>
<td>Rayleigh fading</td>
</tr>
</tbody>
</table>

**Theorem 3:** If all users have the same signal processing power $P_{sj}$, then the SEEOSA method is globally optimal for problem (10).

For the scenario that terminals employ the same type of the signal processing component, our proposed SEEOSA method is optimal for the energy-efficient resource allocation and note that $P_{sj}$ is not required the same for all terminals.

**IV. NUMERICAL RESULTS**

In this section, we conduct comprehensive simulation results to demonstrate the performance of the proposed method for the energy-efficient OFDMA designs. The cell of the network is hexagonal with a radius of 1000 meters, within which the users are uniformly distributed outside of the concentric circle with the radius of 100 meters. The main system parameters are listed in Table I [8] without specific explanation. The signal processing powers among users vary from 10 mW to 50 mW. We simulate 10000 channel realizations for all simulations.

In Fig. 1, we verify the optimality of the power allocation scheme in the second step, i.e., OSA, in two $P_b$ cases. Another optimal scheme for problem (17) [14] which has a quadratic complexity and a suboptimal scheme (EMMPA) in [14] are adopted as comparison. The channel gain of SU pairs are randomly generated without optimal SU pairing. It can be seen that the OSA scheme is optimal for the power allocation with given $p^*$ in the first step, which validates the theoretical analysis in Section III-C.

In Fig. 2 and Fig. 3, the impacts of subcarriers and multiusers on the system energy efficiency and the performance of the proposed SEEOSA are presented. We adopt the following methods as comparison for SEEOSA: (1) Joint globally Optimal (JO) [16]; (2) SEEEMMPA: SEE pairing combining EMMPA; (3) RAOSA: random SU pairing combining OSA; (4) RAEMMPA: random SU pairing combining EMMPA. As we can see that in Fig. 2, the system energy efficiency considering this elaborate power consumption model increases with the number of subcarriers and SEEOSA of low complexity achieves near-optimal performance. However, it is interesting to note that in Fig. 3, the system energy efficiency first increases and then decreases with the number of the users in the system, which seems contradictory to conclusions in [3]–[9]. In fact, it is the performance trade-off between the multiuser diversity and the system power consumption. Specifically, increasing the number of users in the OFDMA system obviously benefits the system throughput due to the more multiuser diversity gain, but also results in the additional system power consumption (RF circuit power), which are two key components of the system energy efficiency. The user number of the corner point in Fig. 3 can provide valuable insights into the designs of energy-efficient systems. In addition, we can observe that SEEOSA only suffers from a slight performance loss due to more complicated SU pairing possibilities and outperforms the random pairing based methods without exploiting the multiuser diversity, which further demonstrates the effectiveness of the proposed method.

**V. CONCLUSION**

In this paper, we establish an elaborate power dissipation model in OFDMA systems by relaxing three system assumptions of the previous works [3]–[9], and formulate the energy efficiency maximization problem. In order to fulfill the expectation of green-oriented designs, we propose a low complexity two-step method i.e., SEEOSA, based on the relationship analysis of the single SU pair energy efficiency and the system energy efficiency, and also provide a sufficient condition under which the SEEOSA method is globally optimal. Simulation results demonstrate that this efficient method exhibits a near-
optimal performance compared with the optimal method of high complexity and show that our proposed power consumption model realistically reveals the impacts of subcarriers and multiusers on the system energy efficiency.

APPENDIX A

PROOF OF THEOREM 1

Assume that the user $k$ satisfies the properties in Theorem 1. Denote $EE^*(m,j)$ as the optimal energy efficiency of selecting any user $j$ ($j \neq k$) for subcarrier $m$. Let $\hat{p}_{i,j}$ and $\hat{p}_{i,j}$ be the corresponding power allocation and pairing indicator of selecting user $j$ for subcarrier $m$, respectively. Denote $EE^*(m,k)$ as the optimal energy efficiency of selecting user $k$ for the subcarrier $m$. Let $\hat{p}_{i,j}$ and $\hat{p}_{i,j}$ be the corresponding power allocation and pairing indicator of selecting user $j$ for $m$, respectively. Then

$$EE^*(m,j) = \sum_{i \neq m} \sum_{j=1}^{K} \hat{p}_{i,j} r_{i,j}(\hat{p}_{i,j}) + B \log_2 \left( 1 + \frac{\hat{p}_{m,j} h_{m,j}}{N_0 B} \right)$$

$$= \left( \sum_{i \neq m} \sum_{j=1}^{K} \hat{p}_{i,j} P_{i,j}(\hat{p}_{i,j}) + P_{b} \right) + \left( \frac{\hat{p}_{m,j} h_{m,j}}{N_0 B} \right)$$

$$\leq \left( \sum_{i \neq m} \sum_{j=1}^{K} \hat{p}_{i,j} P_{i,j}(\hat{p}_{i,j}) + P_{b} \right) + \left( \frac{\hat{p}_{m,k} h_{m,k}}{N_0 B} \right)$$

$$= EE^*(m,k)$$

Hence, for $\forall j$ ($j \neq k$), we have $EE^*(m,j) \leq EE^*(m,k)$. Therefore, user $k$ is the optimal user pairing with subcarrier $m$ in achieving maximal system energy efficiency.

APPENDIX B

PROOF OF THEOREM 2

Denote $\hat{p}_{i,j}$ as the optimal power allocations corresponding to $EE^*_L$. $\hat{p}_{i,j}$ is the optimal power corresponding to the $L$th pair’s energy efficiency $e_{i,j}^L$. 1) If $EE^*_L \leq e_{i,j}^L$

$$EE^*_L = \max_{p} \frac{\sum_{l=1}^{L} r_{l}(\hat{p}_{i,j})}{\sum_{l=1}^{L} P_{l}(\hat{p}_{i,j}) + P_{b}}$$

$$\geq \max_{p} \frac{\sum_{l=1}^{L} r_{l}(\hat{p}_{i,j}) + r_{L}(\hat{p}_{i,j})}{\sum_{l=1}^{L} P_{l}(\hat{p}_{i,j}) + P_{b} + P_{L}(\hat{p}_{i,j})}$$

$$\geq \min \left\{ \frac{\sum_{l=1}^{L} r_{l}(\hat{p}_{i,j})}{\sum_{l=1}^{L} P_{l}(\hat{p}_{i,j}) + P_{b} + P_{L}(\hat{p}_{i,j})} \right\}$$

$$= EE^*_{L-1}, e_{i,j}^L$$

2) If $EE^*_L > e_{i,j}^L$, we can prove $EE^*_L > EE^*_{L-1} > e_{i,j}^L$ by a similar argument in the case 1). In this case, adding the $L$th SU pair can not increase the system energy efficiency.
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