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Joint Active and Passive Beamforming Design for
IRS-Aided Radar-Communication

Meng Hua™, Qingqing Wu
Shaodan Ma

Abstract—1In this paper, we study an intelligent reflecting sur-
face (IRS)-aided radar-communication (Radcom) system, where
the IRS is leveraged to help Radcom base station (BS) transmit
the joint of communication signals and radar signals for serving
communication users and tracking targets simultaneously. The
objective of this paper is to minimize the total transmit power
at the Radcom BS by jointly optimizing the active beamformers,
including communication beamformers and radar beamformers,
at the Radcom BS and the phase shifts at the IRS, subject to the
minimum signal-to-interference-plus-noise ratio (SINR) required
by communication users, the minimum SINR required by the
radar, and the cross-correlation pattern design. In particular,
we consider two cases, namely, case I and case II, based on
the presence or absence of the radar cross-correlation design
and the interference introduced by the IRS on the Radcom
BS. For case I where the cross-correlation design and the
interference are not considered, we prove that the dedicated
radar signals are not needed, which significantly reduces imple-
mentation complexity and simplifies algorithm design. Then,
a penalty-based algorithm is proposed to solve the resulting non-
convex optimization problem. Whereas for case II considering
the cross-correlation design and the interference, we unveil that
the dedicated radar signals are needed in general to enhance the
system performance. Since the resulting optimization problem
is more challenging to solve as compared with the case I,
the semidefinite relaxation (SDR) based alternating optimization
(AQO) algorithm is proposed. Particularly, instead of relying on
the Gaussian randomization technique to obtain an approximate
solution by reconstructing rank-one solution, the tightness is
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achieved by our proposed reconstruction strategy. Simulation
results demonstrate the effectiveness of proposed algorithms and
also show the superiority of the proposed scheme over various
benchmark schemes.

Index Terms— Intelligent reflecting surface, passive beam-
forming, transmit beamforming, integrated sensing and
communication.

I. INTRODUCTION

HE rapid increase of mobile data and Internet of Things

(IoT) devices are creating unprecedented challenges for
wireless service providers to provide high data rate and
ultra-reliable low latency communication due to the limited
frequency spectrum from 700 MHz and 2.6 GHz in the
existing communication networks [1]. In contrast, the radar
system has fruitful spectrum resource and typically operate
ranging from 0.3-100 GHz, such as S band (2-4 GHz),
C band (4-8 GHz), and X band (8-12.5 GHz), depending
on specific application requirements [2]. The coexistence (or
spectrum sharing) design between the radar system and the
wireless communication system is attracting great attention,
which allows the communication system to use the spectrum
resource of the radar system [3]. To mitigate the interference
between the above two systems, several promising approaches
are proposed, such as the opportunistic spectrum sharing
approach [4], the null-space projection based approach [5],
[6], and the joint design of radar waveform and commu-
nication beamforming [7], [8]. However, such separated
deployment, i.e., the radar transceiver and the communication
transmitter are geographically separated, requires additional
information, such as the channel state information (CSI), radar
probing waveforms, and communication modulation format,
etc., to exchange to coordinate the simultaneous radar and
communication transmissions, which significantly increases
the complexity for hardware implementation in practice.

The radar-communication (Radcom) system (also known as
the dual-function radar-communication system [9], [10], [11]),
which integrates the radar and communication functions into
a single hardware platform and is regarded as a promising
solution to simplify the system design [12]. The RadCom
system is able to simultaneously perform both radar and com-
munication functionalities using the same signals transmitted
from a fully-shared transmitter, which does not require to
exchange information and naturally achieves full cooperation.
In the early stage, the information is embedded into the radar
pulses so that the communication transmission can be readily
realized by using the already fabricated radar platforms. For
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example, the communication symbols embedding into radar
pulses and/or sidelobe can be realized by controlling the radar
pulse’s amplitude, phase shift, and even index modulation [13],
[14], [15]. However, such approaches result in a low data
rate for transmission since the transmission rate is funda-
mentally constrained by the radar pulse repetition frequency.
Another important paradigm of research in existing works
on Radcom is the transmit beamforming design [5], [16],
[17]. Compared to the information embedding approaches, the
transmit beamforming design potentially supports high data
rate and guarantees radar performance by synthesizing a joint
waveform that is shared by both radar and communications.
The seminal work in [5] analyzed the synthesized waveform
performance in the shared deployment system, and showed
that the shared deployment significantly outperforms than the
separated deployment in terms of the trade-off between the
radar beampattern synthesis and the quality of communication.
Instead of using the synthesized waveforms, the authors in [18]
proposed to transmit the combination signals with commu-
nication beamformers and radar waveforms at the Radcom
base station (BS), where the communication beamformers are
used for serving communication users and radar waveforms
are used for radar sensing, which provides more degrees of
freedom for system design. The results in [18] showed that the
communication-only beamformer design is inferior to the joint
design of communication beamformer and radar waveform in
terms of beampattern synthesis, especially when the number of
communication users is less than the number of targets. The
authors in [19] further answered whether radar waveforms
are needed under different design criteria, channel conditions,
and receiver types. However, the above works focused on
either the beamforming/waveform design or encoding design,
the limited degrees of freedom such as the uncontrollable of
electromagnetic waves propagation still confine the system
performance.

Recently, intelligent reflecting surfaces (IRSs) attract great
attention both from industry and academia [20], [21], [22].1
The IRS is composed of large numbers of passive and low-cost
reflecting elements, each of which is able to independently
adjust phase shift and/or amplitude on the impinging electro-
magnetic signals, so that it is able to controllably change the
electromagnetic waves propagation towards any directions of
interest. The seminal work in [26] unveiled the fundamental
scaling law of the IRS by showing that the received signal-
to-noise (SNR) is quadratically increasing with the number
of IRS reflecting elements, which was further proved to be
applicable for the IRS with even low-resolution phase shifts
(e.g., 1-bit resolution) [27]. Based on this appealing result,
the IRS has been exploited for different applications such
as wireless information transmission [28], [29], [30], [31],
[32], wireless-powered communication network [33], [34],
[35], unmanned aerial vehicle communication [36], [37], [38],

'We note that simultaneously transmitting and reflecting (STAR) IRSs not
only reflect signals but also refract signals [23], [24], [25], which achieve
360° coverage. Since both paradigms have similar implement principles, our
proposed algorithms for the IRS are also applicable to the STAT-IRS with only
slight modifications. As such, we consider the IRS having reflecting function
in this paper without compromising contributions.
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[39], and non-orthogonal multiple access [40], [41], [42], etc.
To unleash the full potential of the Radcom system for both
communication and radar sensing, the integration of IRS in
the Radcom system is also ongoing. A handful of works,
see e.g., [43], [44], [45], [46], [47], studied the IRS used for
sensing and two sensing architectures were proposed, namely
the fully-passive IRS-aided sensing architecture [43], [44],
[45], [46] and the IRS-self-sensing architecture [47]. Some
further works, see, e.g., [48], [49], [50], [51], focused on
the Radcom system by exploiting IRS to enhance the sensing
performance while satisfying the quality-of-service (QoS) of
users. The authors in [48] and [49] studied one communi-
cation user scenario. To be specific, work [48] studied one
target sensing and aimed at maximizing the radar SNR while
guaranteeing the QoS of the user by the joint optimization
of IRS phase shifts and transmit covariance matrix. In [49],
the authors studied the scenario where the BS and multiple
sensing targets are blocked and constructed a virtual line-of-
sight (LoS) link between the IRS and targets for target sensing.
The authors in [50] and [51] further studied the joint design
of the active beamforming and the passive beamforming for
the multi-user scenario in RIS-assisted Radcom system. The
minimization of multi-user interference under the predefined
beampattern constraint was studied in [50]. The authors in [51]
studied the scenario that the target sensing is corrupted by
multiple clutters with the signal-dependent interference and
aimed to maximize the radar SINR. However, the above works
ignore the impact of interference introduced by the IRS and
radar cross-correlation on the system. In addition, regarding
the transceiver design for the joint waveform design or the
single waveform design is also not answered and studied.

To address the above challenges, this paper studies an
IRS-aided Radcom system in multi-user and multi-target sce-
narios as shown in Fig. 1. Based on the presence or absence
of the radar cross-correlation design and the interference
introduced by the IRS on the Radcom BS, two cases, namely,
case I and case II, are studied. In particular, we answer the
fundamental question: whether the dedicated radar signals are
needed for these two cases? The main contributions of this
paper are summarized as follows.

o We study an IRS-aided Radcom system, where the IRS
is leveraged to help the Radcom BS transmit the joint
of communication signals and radar signals for serving
communication users and tracking targets. Our objective
is to minimize the total transmit power at the Radcom
BS by jointly optimizing the active beamformers at the
Radcom BS and the phase shifts at the IRS, subject to the
minimum signal-to-interference-plus-noise ratio (SINR)
required by communication users, the minimum SINR
required by the radar, and the cross-correlation pattern
design. In particular, we consider two cases, i.e., case [
and case II, based on the presence or absence of the radar
cross-correlation design and the interference introduced
by the IRS on the Radcom BS, which results in two
different optimization problems.

o For case I where the interference introduced by the IRS
is perfectly canceled and the cross-correlation design
is ignored. Since the resulting optimization problem is
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non-convex, there are no standard convex methods to
solve it optimally. To solve the problem, we first rigor-
ously prove that dedicated radar signals are not needed in
this case under the assumptions that complex amplitudes
of targets are independently distributed as well as the
amplitudes of targets and user channels are uncorrelated,
which significantly reduces implementation complexity
and simplifies the subsequent algorithm design. Then,
we propose a novel penalty-based algorithm, which
includes a two-layer iteration, i.e., an inner layer iteration
and an outer layer iteration. The inner layer solves the
penalized optimization problem, while the outer layer
updates the penalty coefficient over iterations to guarantee
convergence. In particular, the solution to each subprob-
lem in the inner layer is solved by either a closed-form
expression or a semi-closed-form expression.

e For case II where both the cross-correlation pattern
design and the interference introduced by the IRS are
considered. Since the resulting optimization problem is
more challenging to solve than case I, the proposed
penalty-based algorithm in case I cannot be applicable to
this case. To solve this difficulty, a semidefinite relaxation
(SDR)-based alternating optimization (AO) is proposed.
In particular, instead of relying on the Gaussian random-
ization technique to obtain an approximation solution,
the tightness is achieved by our proposed reconstruction
strategy. In addition, we unveil that the dedicated radar
signals are needed in general for this case to enhance the
system performance.

o Our simulation results demonstrate that the IRS is ben-
eficial for reducing the transmit power required by the
Radcom BS in case I. In addition, it is shown that in
case II, as the IRS is deployed far from the Radcom
BS, the IRS is helpful for reducing transmit power, while
as the IRS is deployed in the vicinity of the Radcom BS,
the IRS may even deteriorate the system performance due
to the interference. Furthermore, the results also show
that adopting dedicated radar signals at the Radcom BS
can significantly reduce the system outage probability as
compared to the case without adopting the dedicated radar
signals in case II.
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The rest of this paper is organized as follows. Section II
introduces the system model and problem formulation for
the considered IRS-aided Radcom system. In Section III,
a penalty-based algorithm is proposed to solve case I
In Section IV, an SDR-based AO algorithm is proposed to
solve case II. Numerical results are provided in Section V and
the paper is concluded in Section VI.

Notations: Boldface upper-case and lower-case letter denote
matrix and vector, respectively. C%1*92 stands for the set
of complex d; x do matrices. For a scalar value z, |z|
represents the Euclidean norm of z. For a vector x, x* and x
stand for its conjugate and conjugate transpose, respectively,
and diag(x) denotes a diagonal matrix whose main diagonal
elements are extracted from vector x. For a matrix X, Tr (X)
and rank (X) stand for its trace and rank, respectively, while
X > 0 indicates that matrix X is positive semi-definite.
A circularly symmetric complex Gaussian random vector x
with mean p and covariance matrix 3 is denoted by x ~
CN (p,X). E(-) denotes the expectation operation. O (+) is
the big-O computational complexity notation.

II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model

Consider an IRS-aided Radcom system consisting of a
Radcom BS, K single-antenna users with the set denoted by
K = {1,...,K}, L radar targets with the set denoted by
L ={1,...,L}, and an IRS with M reflecting elements and
with the set denoted by M = {1, ..., M}, as shown in Fig. 1.2
Following [5], we consider the shared antenna deployment
strategy for simultaneously serving communication users and
tracking targets since it is superior than the separated antenna
deployment strategy in terms of sensing quality and commu-
nication quality. The Radcom BS is equipped with N; + N,
antennas, of which V; transmit antennas are used for serving
communication users and tracking radar targets at the same
time (N; > K), while N, receive antennas are dedicated to
receiving the echo signals reflected by radar targets.

1) Transmit Waveform Design: The transmitted signal by
the Radcom BS is given by

s =W, +W,x,, (1)

where x, € CX*! denotes the transmit signals intended
for communication users satisfying x. ~ CAN (0,Ix) and
W, € CNe*E represents the corresponding communication
beamformer. Similarly, x, € CNtX! denotes N; individual
radar signals satisfying E {x,} = On,x1 and E {xrxf,{} =
Iy,, and W, € CNexNe represents the radar beamformer.
In addition, we assume that the communication and radar
signals are statistically independent and uncorrelated, i.e.,
E {chﬁ} = 0K><Nt [18]

2) Communication Model: We consider a quasi-static flat-
fading channel in which the CSI remains unchanged in a chan-
nel coherence block, but may change in the subsequent blocks.
We assume that the perfect CSI of all involved channels for

2 Although the system considers a single IRS, it can be readily extended to
the case with multiple IRSs. In addition, the proposed algorithms in this paper
are also applicable to the multiple IRSs case without any modifications.
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communication is available at the Radcom BS via sending
pilot signals by users [21], [52]. Without loss of generality,
in the downlink transmission, denote by G, € CMx*Nt hfk S
C™M and hif, € C'*Nt the complex equivalent baseband
channel between the Radcom BS and the IRS, between the IRS
and the kth user, and between the Radcom BS and the kth user,
k € K, respectively. In addition, denote by G,. € CN**M the
complex equivalent baseband channel between the Radcom BS
and the IRS in the uplink transmission. The received signal
by user k in the downlink is given by

Yk = (hgk + hfk(-)Gt) S + ng, 2)

where ©® = diag (v1,--- ,var) represents the IRS reflection
coefficient matrix and v, denotes the phase shift correspond-
ing to the mth IRS reflecting element with |v,,,| = 1, and nj, ~
CN (0,02) stands for the additive white Gaussian noise at
user k. Define W, = [w,.1,..., W, x|, where w,j € CNe*1
denotes the kth column vector of W, k € K. Similarly, define
W, = [Wy1,..., W, n,], where w,.; € CVt*1 denotes the ith
column vector of W,., i € Ny = {1,..., N¢}. As such, the
received SINR by user k is given by

|hHWC k‘Q
SINRy, = K , kek,
‘hHw”‘ + E |hHw,n]| + o2
i#k
3)
where hff = hg{k + hfk.(aGt.
3) Radar Model: Under the assumption that the

propagation is nondispersive for tracking targets, the
signal at the [th target location with angle 6;, [ € L,
can be described as al’ (6;)s, where al () € C*M =
[1,e-d2mdsin(@)/x " e=s2md(Ne=1)sin(0)/A] gtands for the
transmit steering vector at direction 6 with d denoting the
antenna spacing and A denoting the carrier wavelength.
The received echo signals at the Radcom BS comes
from four aspects, i.e., radar-target-radar channel, radar-
IRS-radar channel, radar-IRS-target-radar channel, and
radar-target-IRS-radar channel. However, [43] showed by
both theoretical analysis and numerical simulations that the
signals go through the radar-target-IRS-radar channel and
radar-IRS-target-radar channel are highly attenuated due to
three-hop transmissions, which has little impact on the system
performance improvement. Thus, we only need to consider
the former two types of echo signals and the received echo
signals at the Radcom BS is given by

L
yr =Y B (0)a ()s+ G,.OGis +n,, (4)
———
=1 reflectedbytheIRS

reflectedbytargets

where [3; represents the reflection coefficient of the [th target,
which is proportional to the radar-cross section (RCS) of the

2281

Ith target® and n, ~ CN (0,0%Iy,) stands for the additive
white Gaussian noise at the Radcom BS. In addition, similar
to al’ (0), a.(9) € CN*! denotes the receive steering
vector at direction 6. Here, two key points need to be
highlighted. First, the communication signals, i.e., W x,, are
not interference for target tracking in the Radcom system (in
other words, the communication signals are not only used for
downlink communication but also used for target tracking)
since the communication signals are known at the Radcom
BS. Second, since the reflected signals by IRS in (4) do not
contain any information about the targets’ information, the
radar SINR can be expressed as [8], [56]*

SINR, = tr (ARAH (BRB + aQINT)_l) ;5
K Ny
where R = > kawfkﬁ- >oweiwh, A =
= i=1 :
L
3 Bia, (0;) a (6;), and B = G, OG,.
=1

B. Problem Formulation

The objective of this paper is to minimize the total transmit
power at the Radcom BS by jointly optimizing the active
beamformers at the Radcom BS and the phase shifts at the
IRS, subject to the minimum SINR required by commu-
nication users, the minimum SINR required by radar, and
cross-correlation pattern design. Accordingly, the optimization
problem is formulated as

min w + W, 6a
{vm}{wu}{wu}zu ekl Z” al (62)

s.t. ‘hHWC k|

> Tk,th, ke ’C7
|hHw”‘ +Z‘h WM| + 02

i#k

(6b)
tr (ARAH (BRBY +0°Ly,) ") = v, (6¢)
Z Z 1 (6)) Ray (6, )| < €ths (6d)
=1 j=l+1
lvm] =1, me M, (6e)

where constraint (6b) denotes the minimum SINR, i.e., 7y 1,
required by user k, k € C; constraint (6¢) represents that the

3 As stated in [53], the target is in general composed of an infinite number
of random, isotropic and independent scatterers over the area of interest,
and the complex gain of the scatterer can be modeled as a zero-mean
and white complex random variable. Together with the fact that incident
angles between different targets are randomly distributed, the amplitudes of
different targets can thus be assumed to be independently distributed, i.e.,

By ~ CN (0 o ) (541, [551].

4As stated in [57], maximizing the radar SINR of the received signals is
a more justifiable goal than maximizing the total spatial power at a number
of given target locations. Thus, we consider the radar SINR as the design
metric in this paper. In addition, since maximizing the radar SINR potentially
increases the total spatial power at a number of given target locations, the
performance of radar tracking is characterized by the transmit beampattern
in the simulations. Furthermore, we assume that targets’ locations 6;,l € L
and amplitudes of channels 3;,1 € £ are known at the Radcom BS for radar
tracking by applying the effective estimation techniques such as generalized
likelihood ratio test (GLRT) and Capon methods [17], [58], [59].
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received radar SINR should exceed the minimum threshold
7,th; constraint (6d) denotes that the cross-correlation pattern
between the probing signals at a number of given target
locations must be smaller than €y,; constraint (6e) denotes
the unit-modulus constraint on each IRS reflection coefficient.
Note that the cross-correlation constraint is introduced here to
ensure that the signals reflected by the targets are independent
of each other so that the adaptive radar multiple-input multiple-
output (MIMO) techniques can be used for detection and
tracking.

Problem (6) is non-convex since the optimization vari-
ables are highly coupled in constraints (6b)-(6d) and the
unit-modulus constraint is imposed on each reflection coef-
ficient v, in (6e), there are no standard methods for solving
such non-convex optimization problem optimally in general.
In the following, we further study two cases, namely, case
I and case II, based on the presence or absence of the
cross-correlation pattern constraint (6d) and the interference
introduced by the IRS in Section III and Section IV, and then
propose two algorithms, namely, a penalty-based algorithm
and an SDR-based algorithm, to solve them, respectively.

III. PROPOSED SOLUTION TO CASE I

In this section, we study problem (6) by assuming that
the interference introduced by the IRS, i.e., G, ®Gys in (4),
is perfectly canceled at the Radcom BS and ignoring the
cross-correlation pattern design. Thus, the radar SINR
in (5) is reduced to SINR = tr(ARAM) /o? =

Z WCkA Aw,j + E WHAHAWTZ /o2
Accordlngly, problem (6) can be simplified to

(o B ) Z” il +Z|\wm||

s.t. Zw A chk—i—ZwHAHAWM

(7a)

(7b)
(7¢)

2 7”7",th0—2 )
(6b), (6e).

It is not difficult to check that problem (7) is non-convex.
In the following, we first exploit the hidden structure of
problem (7) and derive the following theorem:

Theorem 1: Under the assumptions of independently distrib-
uted complex amplitudes of targets, i.e., the non-zero singular
values of A A are not same, and amplitudes of targets and
user channels are uncorrelated, the optimal solution of problem
(7) satisfies wyb' = 0,i € N;.

Proof: Please refer to Appendix A. |

Theorem 1 indicates that the dedicated radar beams, i.e.,
{W,i,i € Ni}, are not needed for achieving the minimum
Radcom BS transmit power. This can be intuitively understood
since sending dedicated radar signals not only consumes
transmit power but also potentially causes interference to com-
munication users. Based on Theorem 1, the implementation
complexity of the Radcom BS as well as the algorithm design
is reduced.
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To obtain a high-quality solution, a penalty-based algorithm
is proposed to decouple the constraint coupling between
the variables in different blocks. Specifically, we first intro-
duce several auxiliary variables ¢ zf ;, y5, k € K,i € IC} nd

define hkw“:x,”and Aw,; = yi, k € K,i € K,
problem (7) (by dropplng radar beams) can be rewritten as

min [We k]l (8a)
{vm}Awe,i}s {Ik Y5 Z
2
s.t. 7 2 > T'k,th, ke IC, (8b)
xf | +o?
itk
K
S OIVENP = 0P, (8¢)
i=1
thWc,i =xf, Aw.; =y i €K, ke K,
(8d)
(6e). (8e)

It can be seen that the optimization variables in constraints (8b)
and (8c) are fully decoupled since these two constraints do not
contain any common optimization variables. We then use (8d)
as penalty terms that are added to the objective function (8a),
yielding the following penalty-based optimization problem

min ZH ckH +— ZZ|thm xk1|+
{'Um}{wct}

{xkl L} k=1 1i=1

K
3 JAw., —ys|2>

s.t. (6¢), (8b), (8¢).

(9a)
(9b)

where p (p > 0) represents the penalty coefficient used
to penalize the violation of the equality in constraint (8d).
By gradually decreasing the value of p over outer layer
iterations, as p — 0, it follows that 1/(2p) — oco. As such,
the equality in (8d) is guaranteed by the optimal solution to
problem (9). With fixed p, it can be seen that problem (9)
is still non-convex. To tackle this non-convex optimization
problem, we divide all the optimization variables into three
blocks in the inner layer, namely, 1) transmit beamformers
{wc,i}, 2) IRS phase shifts {v,,}, and 3) auxiliary variables

xiﬂv,yf , and then alternately optimize each block, until
convergence is achieved.

A. Inner Layer Optimization

In this subsection, we elaborate on how to solve the above
three subproblems. In particular, we obtain a closed-form
and/or a semi-closed-form solution to each of these three
subproblems.

1) For Any Given Phase Shifts {vy,} and Auxiliary Vari-

ables {xi i yf} the Subproblem Corresponding to the Trans-
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mit Beamformer Optimization Is Given by:

mm ZH ck” +— <ZZ|th“ x,”‘

k=11=1

+ Z [Awe,; — Yf|2> (10)
i=1

It can be readily observed that problem (10) is a convex
quadratic minimization problem without constraints. Thus,
we can obtain its optimal solution by exploiting the first-order
optimality conditions. Specifically, by taking the first-order
derivative of the objective function (10) with respect to (w.r.t.)
w.,; and setting it to zero, the closed-form solution of w ;

can be obtained as
1 K
— hhil + AFA

WOpt ! IN
c,1 2p t
K
X (th,xi’i—i—AHyf), ie kK. (11)

k=1

—1

2) For Any Given Transmit Beamformers {w.;} and Aux-
iliary Variables ille, yf} the Subproblem Corresponding to

the IRS Phase-Shift Optimization Is Given by (by Dropping
2,
Weill s, and ||Aw,; —y

Constants p, <

K K
min Z Z |thWC’i - xiﬂv}Q
LR s
s.t. (6e). (12b)

Recall that hff = th +h#, ©Gy, k € K, it is not difficult
to verify that ob]ectlve functlon (12a) is a convex quadratic
function. However, due to the unit-modulus constraint on
each IRS phase shift in (6e), problem (12) is a non-convex
optimization problem. To solve this problem, an element-wise
algorithm is proposed, where the main idea behind it is to
optimize one phase shift with the other phase shifts are fixed.
Specifically, we rewrite hi/ = hlf, +h/, ©G; as

hy! =h}, + v7diag (h/,) Gi, keK, (13)

[v1,...,vp].  Then,  define
q;,;= diag (h )Gtw“, k € K,i € K, we can write

(12a)

H

where v =

2
h Wei — Tf, ZJ w.r.t. the mth IRS phase shift, i.e., v,,, in a
more compact form given by

‘thww- - $i1|2 (@) [qil}m‘ + 2Re {vm [qgl]mazljm}
keKick, »14)

— c —
= 1,Vm, and aj ;. =

c 2

+Hagiml

where (a) holds due to |vp,]
M

; vj [qizL + hg{kwm — Ty
JFm

Therefore, problem (12) regarding to the mth IRS

phase-shift optimization becomes (by dropping irrelevant con-

stants w.r.t. v,,)
m kzm)} (152[)

r{)nn Re {Um <Z Z
(15b)

k=11i=1
st o] = 1.
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It can be observed that the objective function of problem (15)
is linear w.r.t. v,,, and the optimal solution to problem (15)

can be obtained as
K K *
vt = — exp <jarg (ZZ Akl km> ) . (16)
Based on (16), we can alternately optimize each IRS phase

k=11i=1
shift in an iterative manner.
3) For Any Given IRS Phase Shifts {v,} and Transmit
Beamformers {w.;}, the Auxiliary Variables Can Be Opti-
mized by Solving the Following Subproblem (by Dropping

{xzfl}i,?y}zzmkwm xkz\+ZHAw“ Vo2

k=11=1
(17a)
s.t. (8b), (8¢c). (17b)
Since optimization variables w.r.t. different blocks
xp,i €Ky for k€ K and {yf,i € K} are separated

in both the objective function and constraints. Therefore,
problem (17) can be divided into K +1 separated subproblem:s,
which can be solved in a parallel manner as follows.

On the one hand, the subproblem regarding to the kth block

{le,z € IC} is given by

{mln Z|hk Wej — a:,”| (18a)
st (3b). (18b)

It is not difficult to see that problem (18) is a quadratically
constrained quadratic program (QCQP) problem with convex
objective function and non-convex constraint (8b). Fortunately,
it was shown in [60, Appendix B.1] that the strong duality
holds for any optimization problem with quadratic objective
and one quadratic inequality constraint, provided Slater’s con-
dition holds. This result shows that the optimal solution to
problem (18) can be obtained by solving its dual problem.
By introducing dual variable A2 ; (A2 > 0) associated with
constraint (8b), the Lagrangian function of problem (18) is
given by

Lo (2545 A2k

al 2
= Z }hkl,{wc’i — xzz}
i=1

K
2 2
FA2.k | Thon Z|$§Z‘ +o? | —|af.l" ] 19
i#k
Accordingly, the corresponding dual function is given by

fo(Aex) =

Lemma 2: To make dual function f2 (A2 ) bounded,
we must have

mmﬁg T i A2k

0< dop <1 (20)

Proof: Please refer to Appendix B. |
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Based on Lemma 2, the optimal solution to f2(A2x)
can be obtained by leveraging the first-order optimality con-
ditions. Specifically, by taking the first-order derivative of
Lo ((L’i_i,AQ’k W.I.L. xiz and setting it to zero, we obtain
the optimal solution as

hH c,i
e Wed ki K
c,opt _ 1+ )\Q,krk,th
™ (Aek) = 4 1w (2D
hk We k i—Fk
1-— )\2’]{;, '

Recall that for the optimal solutions xc Pt (A2,;) and /\gp,: ,
the following complementary slackness condltlon must be
satisfied [60]

K
opt
Aok | TR0 E

2
c,opt opt
Tk (AQ,k)‘
i#k

(22)

2
c,opt [ yopt 2
Ty <>‘2,1c) ‘ +o

=0.

Next, we check whether )\;’pk = 0 is the optimal solution or
not. If

K
Tk th E

i#k

+o° | -

c,opt 2
27 (0)]

2
o) <0, @3

which indicates that the optimal dual variable /\Opt equals to 0,
otherwise, the optimal A7;
and should satisfy

. .. t
is a positive value, i.e., /\gf)k > 0,

2
| ,.coopt opt o
Tk ()\Zk,)‘ =0.

(24)

K

Tk th E

2
c,opt opt 2
Ty i ()‘Q,k*)‘ +o
i#k

It can be seen that

5P (g, k)‘ for i # k is monotonically

decreasing with Ao, while ‘xc OPt (A, k)‘ is monotonically
increasing with Ay ;. for 0 < A2 < 1. As such, the optimal
)\gpkt can be obtained by applying a simple bisection search
method.

On the other hand, the subproblem regarding to block

{y¢,i € K,} is formulated as

?)1,1112 [Aw,,; — y¢|° (25a)
s.t. (8¢). (25b)

It can be observed that problem (25) is also a QCQP prob-
lem with a quadratic objective and one quadratic inequality
constraint. Following [60, Appendix B.1], the strong duality
also holds for problem (25). Thus, the optimal solution to
problem (25) can be obtained by solving its dual problem.
By introducing dual variable A3 (A3 > 0) associated with
constraint (8c), the Lagrangian function of (25) is given by

L: y1,7>\3 ZHAWC’L yq,” +)\3 <0 rrth_ZHyz” )
(26)
Let f3 (A3) = min L3 (y§, A3) be the dual function of problem
s

(25), we have the following lemma:
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Lemma 3: To guarantee the dual function f5(A\3) be
bounded, it follows that

0< )\ < 1. 27)

Proof: The proof is similar to Lemma 2 and is omitted

here for brevity. |

Based on Lemma 3, by exploiting the first-order optimality
conditions, the optimal solution to f3 (A3) is given by

c,0 ch,i
vy () =

T 1€ K.

(28)

The optimal dual variable A\3°"" should be chosen for ensur-

ing that the following complementary slackness condition is
satisfied:

K
& (UQT“m“EE:HYE(A?”)H2> -
=1

LS 2
2 [yi (sl

(29)

Define I" (A\3) = . Then, substituting (28) into

T'(A3), we have

K 2
> AWl
I'(A3) = 11(11_7/\3)2 (30

It can be observed that T'()\3) is monotonically increasing
with A3 for 0 < A3 < 1. Thus, if UQTr,th_F (O) < 0,
which indicates that the optimal dual variable is A3°P* = 0.
Otherwise, the optimal A\3°"" can be obtained by solving the
following equation:

T'(\3) = 027“,«7“1. (31

By exploiting the monotonic property of T' (A3), the solution
A3°PY that satisfies (31) can be readily obtained by applying
the simple bisection method searching from 0 to 1.

B. Outer Layer Update

In the outer layer, we need to gradually decrease the penalty
coefficient p in the tth iteration, which can be updated as
follow

pl=cp', (32)

where ¢ (0 < ¢ < 1) denotes the updated step size. Generally,
a larger value of ¢ can achieve better performance but at
the cost of more iterations for updating in the outer layer.
Although a smaller value of ¢ requires fewer outer layer
iterations for updating, the penalty algorithm is more easily
diverged. From empirical test, it is promising to choose ¢
from 0.7 to 0.9 to balance the system performance and
computational complexity.

C. Overall Algorithm

Next, we provide the termination condition for our proposed
algorithm, which is given by

f:max{|thWC7i—xi’i‘2, lAw.: -y, i€ K,k e /c} ,
(33)
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Algorithm 1 Penalty-Based Algorithm for Solving Problem
)

1: Initialize v, z, ;, y§, ¢, pl, €1, and e5.

2: repeat: outer layer

3: repeat: inner layer

4 Update transmit beamformers {w, ;} based on (11).

5 Update IRS phase shifts {v,,} based on (16).

6:  Update {zf ;} by solving problem (18).
7
8

Update {y¢} by solving problem (25).
until the fractional decrease of the objective value of (9)
is below a threshold ¢;.
9:  Update penalty coefficient p based on (32).
10: until termination indicator ¢ is below a predefined thresh-
old 5.

where ¢ denotes the termination indicator. If & is smaller
than a predefined value, which indicates that constraint (8d) is
met with equality. The details of the proposed penalty-based
algorithm are summarized in Algorithm 1.

In Algorithm 1, each block in the inner layer is opti-
mally solved and the objective value of problem (9) is thus
non-increasing over iterations in each inner layer. In addition,
the optimal objective value of problem (9) is lower-bounded
by a finite value due to the minimum SINR required by
users. Following [61, Theorem 4.1], the solution obtained by
Algorithm 1 is guaranteed to converge to a stationary point.

The computational complexity of Algorithm 1 is
calculated as follows. In steps 4 and 5, the closed-
form solutions are obtained, whose computational
complexity are given by O (N?K) and O (MN?),
respectively. In steps 6 and 7, a bisection method is
applied, whose computational complexity are given by
(@] (Klog2 (i) Nf) and O (log2 (i) Nf), respectively,
where ¢3 denotes the iteration accuracy. Therefore,
the overall complexity of Algorithm 1 is 3iven by

O (Touter (Tuner (NP K +MN2 + (K +1)logy (£) N2)) ),
where Iinner and Iouter denote the number of iterations
required for convergence in the inner layer and outer layer,

respectively.

IV. PROPOSED SOLUTION TO CASE II

In this section, we consider case II where the interference
introduced by IRS is uncanceled and the cross-correlation pat-
tern design is required. The penalty-based algorithm proposed
in case I is not applicable to this case. To tackle this difficulty,
an SDR-based AO algorithm is proposed.

Recall that Z, = W, WX and W_; = w, ;w7 defined
in Appendix A, which satisfy Z, > 0, W,.; > 0, and
rank (W, ;) = 1,k € K. We can rewrite R defined in (5)

K
as R= )" W, +Z,. Since the rank-one constraint is non-
k=1
convex, we apply SDR to relax this constraint. As a result, the
SDR of problem (6) is given by
K

tr (W) +tr(Z,)

(34a)

min
{om} AWe}2r £
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K
s.t. th (Z W+ Zr> hy + o2
k=1

1
< ( + 1) h'W,  hy, k€ K, (34b)
Tk th
K
tr (A <Z Wi+ Zr> AH
k=1
K —1
X <B <Z W, + ZT> BY + UQINT>
k=1
> T'r.th, (34¢)
-1 L K 2
Z al (0, <Z W + Zr) a; (0;)
=1 j=I+1 k=1
< €, (34d)
(6e). (34e)

It is not difficult to verify that constraints (6e), (34b), and (34c)
are all non-convex, which in general there are no efficient
approaches to solve it optimally. In the following, we first
derive the lower bound of constraint (34c) based on the
identity

H H, 2 -1 tr (ARAH)
tr (ARA (BRB" +5°Ly,) ) ~ % (BRBA 1 o%Iy,)’

(35)

As such, constraint (34c) can be approximated as a more
tractable form given by

K
tr <A (Z We i + zr> AH>
k=1

K
> T'yth <tr <B <Z Wi+ Zr> BH> + JQNT> . (36)
k=1

To tackle the non-convexity of constraint (6e), we relax it as
a convex form given by

[vm| <1, me M. (37)

Then, we partition all optimization variables into two blocks,
i.e., transmit covariance matrices {W_ ,Z,} and IRS phase
shifts {v,,}, and optimize these two blocks in an iterative
manner.

A. Optimization of Transmit Covariance Matrices

For any given IRS phase shifts {v,,}, the subproblem
regarding to the transmit covariance matrix optimization is
given by

K
{erif}{zr ]; tr (W) +tr(Z,) (38a)
5.t. (34b), (34d), (36). (38b)

It is not difficult to observe that the objective function as well
as constraints are all convex, problem (38) is thus convex and
can be solved by the interior-point method [60].
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B. Optimization of IRS Phase Shifts

For any given transmit covariance matrices { W j, Z, }, the
corresponding IRS phase-shift subproblem is given by

Find{v,, }
s.t. (34b), (36), 37).

(39a)
(39b)

Recall that th = hgk + deiag (hfk) Gy, we can expand
thth, ke, as
h¥Rhy,
= hY,Rhy + 2Re {v”diag (h/;) G;Rhg}
. . N
+vHdiag (hf{k) GtRGtHdlag (hyx)v=fir(v).
(40)
It is not difficult to see that f;  (v) is a quadratic function of
v, which is convex.
Similarly, we can rewrite thWQkhk, ke, as
h’W, ;hy
= h}, W, hai + 2Re {v/diag (h[}) G;W_ thai }
. . A
+vdiag (hfk,) GtWC,kGfIdlag (hy k) v=for(v).
(41)
Although f3 j (v) is a quadratic function of v, the resulting set

in (34b) is not a convex set since the super-level set of a convex
quadratic function is not convex in general. However, we

can linearize v diag h,{{k G/W. GHdiag (h, )V into a
linear form by taking its first-order Taylor expansion at any
given point v! in the tth iteration, yielding the following
inequality
v diag (hfk,) GtWC,kGfIdiag (hy ) v = fgfk(v)
> —vhHdiag (hf},) G/ W, G/ diag (h,.;) v!
+2Re {v""diag (h[,) GW. .G/ diag (h, ) v} .
(42)
As such, the lower bound of th W. ;h;, denoted by f%bk (v),
is given by
g,)k’ (v)
AV H
=hy  ;Weiha
+2Re {v7diag (h,) G:Wehar} + f3%(v), (43)
which is a linear function of v and Kthus it is convex.
In addition, recall that R = > W., + Z, and B =
k=1
G,0G;, we can expand the right-hand side of (36), i.e.,
K
tr <B (Z Wi+ Zr) BH), as

k=1
tr (BRB) = tr (07G/'G,0GRG/")
T
. ((GfGT) ® (GtRGf) ) Ve, (44)

It is not difficult to check that both Gfl G, and GtRGfI
are positive semidefinite matrices, the Hadamard product of
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Algorithm 2 SDR-Based Algorithm for Solving Problem (6)
1: Initialize IRS phase shifts v and threshold ¢;.

2: repeat

3:  Update Transmit covariance matrices {W¢ j, Z,} by

solving problem (38).

Update IRS phase shifts {v,,,} by solving problem (46).

5. until the fractional decrease of the objective value of
problem (34) is below ;.

6: Reconstruct phase shift as oot — IZ—I’
using this new reconstructed solution to solve the resulting
transmit power minimization problem.

7: Construct the rank-one solution of communication beam-
formers based on (58) and recover radar beamformer based
on (59).

»

T
GHG, and (GtRGtH) is thus a positive semidefinite

matrix [62]. This indicates that tr (BRBH ) in (44) is a
quadratic function of v, which is convex.

As a result, based on (40), (43), and (44), the newly
formulated problem is given by

Find{v,,} (452)

st fie (V) +0° < (Urpm +1) f3% (v) k€K, (45b)
tr (ARA')

er,th (VT ((GEGT)G (GtRG{{)T) V*+0'2NT) s

(45¢)

(37). (454d)

It is observed that all constraints are convex, problem (45) is
thus convex. However, problem (45) has no explicit objective
function. To achieve a better converged solution, we further
transform problem (45) into an optimization problem with
an explicit objective function to obtain a more efficient IRS
phase-shift solution. Specifically, by introducing auxiliary
non-negative optimization variables {7,k € K} associated
with (45b) and 7o associated with (45c), problem (45) can be
recast as
K
max
10=0,mk=0,v P

st + fre (V) + 02 < (Uren +1) f3% (v) k€K,
(46b)

M+ Mo (46a)
1

tr (ARAY) > r,

X (VT ((GT{—IGT) ® (GfRGfI)T> v + UQNT)
(46¢)
(46d)

=+ 1o,
(37).

It can be checked that problem (46) is convex, which thus can
be solved by convex techniques.

C. Overall Algorithm

Based on the above two subproblems, we alternately opti-
mize each subproblem in an iterative way until convergence is
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achieved. It is worth pointing out that the converged solution
may not satisfy unit-modulus constraint as well as rank-one
solution of communication beamformers. As such, additional
operations are required. To be specific, we first normalize
the amplitudes of IRS phase shifts to be one and solve the
resulting Radcom BS transmit power minimization problem
based on the new constructed IRS phase shifts. Then, we
check whether the rank of W,k € K equals to one
or not. If the rank of W is one, then we can obtain
the optimal w.j; by performing eigenvalue decomposition
on W, . For the high rank solution (larger than one) of
W, 1, the traditional method to extract a rank-one solution
from W, ;. is applying the Gaussian randomization technique
[63]. However, it inevitably incurs performance loss as well
as high computational complexity. Fortunately, the following
theorem shows that there always exists the rank-one solution
of W, k € K to problem (34).

Theorem 2: There always exists a converged communication
beamformer solution, denoted as VAVC,k,k' € K, satisfying
rank (qu,) =1,kek.

Proof: Please refer to Appendix C. |

Theorem 2 shows that the Gaussian randomization tech-
nique is not needed in general. We can construct the rank-one
solution of communication beamformer based on (58) and
recover the radar beamformer based on (59).

The details are summarized in Algorithm 2. The main
computational complexity of Algorithm 2 is given by
@ (Ltotal((K +1) 1\73)3'5 +(M+ K+ 1)3'5), where Liotal
denotes the total number of iterations required for reaching
convergence.

D. Special Case Discussion

It still remains unknown whether the radar signals are really
needed in problem (6). Below, we make an in-depth analysis
on this question.

Theorem 3: the special case of problem (6) without
constraint (6d), the optimal radar beamformer satisfies W:};t =
0,i € N;.

Proof: This result can be directly derived from Theorem 1,
and is omitted for brevity. |

Together with Theorem 1 and Theorem 3, we can conclude
that the dedicated radar signals are not needed regardless
of the interference provided that the cross-correlation design
constraint is not considered.

Theorem 4: For the SDR of problem (6), i.e., problem (34),
the optimal radar covariance matrix satisfies Z°P* = 0.

Proof: Please refer to Appendix D. |

Note that although the SDR of problem (6), i.e., problem
(34), is equivalent to problem (34)-new defined in Appendix D,
the reconstructed rank-one approach proposed in Appendix C
is no longer satisfied for problem (34)-new. In general, the
SDR tightness for problem (34)-new may not hold due to the
limited degrees of freedom of the transmitted signals. As a
result, the Gaussian randomization technique may be required
to reconstruct the rank-one solution and the performance
loss is inevitably incurred [63]. This result indicates that the
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Fig. 2. Convergence behaviour of Algorithm 1.

dedicated radar signals may be required provided that the
cross-correlation design constraint is considered.

V. NUMERICAL RESULTS

In this section, we provide numerical results to validate the
performance of our proposed joint design of passive and active
beamforming in the Radcom system. A three dimensional
coordinate setup measured in meter (m) is considered, where
the Radcom BS is located at (0,0,3.5) m and the users are
uniformly and randomly distributed in a circle centered at
(dz,0,1) m with a radius 2 m, while the IRS is deployed
right above the center of the users at (d;,0,3.5) m, where

d, denotes the horizontal location along z-axis. The distance-
(03

dependent path loss model is given by L (cf) =y (cf/ do) ,
where ¢y = —30 dB is the path loss at the reference distance
do = 1 m, d is the link distance, and « is the path loss
exponent. We assume that the Radcom BS-IRS link and the
IRS-user link follow Rician fading with a Rician factor of
3 dB and a path loss exponent of 2.2, while the BS-user
link follows Rayleigh fading with a path loss exponent of
3.6 due to the surrounding rich scatters. Both the transmit
and receive antennas at the Radcom are uniform linear arrays
with half-wavelength spacing between adjacent antennas, i.e.,
d = X/2. We consider L = 3 targets which are located at
directions #; = —40°, 05 = 0°, and 03 = 40°, respectively.
In addition, we assume that the communication users have
the same SINR constraint, i.e., 7¢cth = Tkth, & € K. Unless
otherwise specified, we set 7.y, = 10 dB, rcn = 20 dB,
N, =N, =8, d, =50 m, 2= —80 dBm, O’% = —70 dBm,
p =100, c=0.85,, e = 1073, and e, = 10~ ".

A. Convergence Behavior of the Proposed Two Algorithms

Before discussing the system performance, we first ver-
ify the effectiveness of the proposed penalty-based and
SDR-based algorithms, i.e., Algorithm 1 and Algorithm 2,
respectively.

Fig. 2 shows the constraint violation and convergence of
Algorithm 1 by solving problem (7) with K = 5 for different
number of IRS reflecting elements, namely, M = 50, M = 75,
and M = 100. From Fig. 2(a), it is observed that constraint
violation ¢ decreases fast and reaches the predefined accuracy
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10~7 after about 55 2iterations for M = 50, which indicates
that ’hfwcﬂ-—x%i‘ and ||ch7i—yf|\io,i e K,k e K,
in (33) are forced to approach zero. As such, the equality
constraint (8d) in problem (8) is eventually satisfied. Even for
large M, e.g., M = 100, the number of outer layer iterations
for reaching the predefined accuracy is about 57 iterations,
which again demonstrates the effectiveness of Algorithm 1.
In Fig. 2(b), we can observe that the objective value (9a) is
not monotonically decreasing with the number of outer layer
iterations and fluctuates during the intermediate iterations.
This is mainly because when the penalty coefficient p is
relatively large, the obtained solution does not satisfy the
equality in (8d), thus resulting in the oscillatory behavior.
However, as p becomes very small, the constraint violation is
forced to approach the predefined accuracy. Thus, Algorithm 1
is guaranteed to converge finally.

Fig. 3 shows the convergence of Algorithm 2 by solving
problem (34) with K = 5 and ¢ = oo (i.e., ignore cross-
correlation constraint (34d)) for different M. It is observed
that the required transmit power is monotonically decreasing
with the number of iterations and converges about 58 iterations
for different setups. This is expected since each subproblem
is optimally/locally solved in each iteration, which results in
a non-increasing objective value over iterations. In addition,
the objective value is lower-bounded by a finite value due to
the minimum SINR required by both users and targets. Thus,
Algorithm 2 is guaranteed to converge finally.

B. IRS-Aided Radar and Communication

In this subsection, we compare our proposed scheme with
several benchmark schemes under different setups. We adopt
the following schemes for comparison:

o Penalty, no interference scheme: this corresponds to
case I, where both communication signals and radar
signals are transmitted and the resulting problem is solved
by Algorithm 1.

o Commun_only, penalty, no interference scheme: this
corresponds to case I, where only communication signals
are transmitted and the resulting problem is solved by
Algorithm 1.
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o SDP, no interference scheme: this corresponds to case
I, where both communication signals and radar signals
are transmitted and the resulting problem is solved by
Algorithm 2.

o SDP, no IRS, no interference scheme: this corresponds
to case I, where the IRS is not used and the resulting
problem is solved by Algorithm 2.

o SDP, interference scheme: this corresponds to case
II, where both communication signals and radar signals
are transmitted and the resulting problem is solved by
Algorithm 2.

o Commun_only, SDP, interference scheme: this corre-
sponds to case II, where only communication signals
are transmitted and the resulting problem is solved by
Algorithm 2.

1) Effect of Number of IRS Reflecting Elements: In Fig. 4,
we compare the transmit power obtained by all schemes versus
M with K = 5 and ¢, = oo. First, it is observed that with the
optimization of IRS phase shifts, the required transmit power
monotonically decreases with M, even when the interference
exists. This is because that installing more reflecting elements
at the IRS is able to provide higher passive beamforming gain
towards the desired users, thereby reducing transmit power.
Second, it is observed that with the IRS, the schemes without
interference significantly outperform those with interference as
expected. Third, the “Commun_only, penalty, no interference”
scheme achieves the same performance with the ‘“Penalty,
no interference” scheme, which implies the radar signals are
unnecessary and justifies Theorem 1. In addition, we also
observe the same results for the case with interference, which
justifies Theorem 3. Last, the penalty-based algorithm achieves
lower transmit power than the SDP-based algorithm. This is
because that with the proper variables partitioning, there is no
constraint coupling between the variables in different blocks as
shown in Algorithm 1, while it does not hold in Algorithm 2.

2) Effect of Number of Users: In Fig. 5, we compare
the transmit power obtained by all schemes versus K with
M = 50 and €, = o0. It is observed that the required transmit
power obtained by all schemes is monotonically increasing
as K increases. This is because that the required transmit
power highly depends on the user who has the worst channel
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quality to satisfy the minimum SINR. In addition, we observe
that the scheme without IRS requires much higher transmit
power than those with IRS in the without interference case,
especially when K becomes large, which demonstrates the
benefits of applying IRS in the Radcom system. Furthermore,
we observe that the scheme with only communication signal
transmission achieves the same transmit power with the joint
signal transmission, which again justifies Theorem 1 and
Theorem 3.

3) Effect of Radar SINR: In Fig. 6, we study the impact of
radar SINR 7. 41, on the transmit power required at the Radcom
BS with K = 5, M = 50, €, = o0, and 7.4, = 20 dB.
We observe that the required transmit power obtained by the
scheme with interference remarkably increases as compared
with that obtained by the scheme without interference, espe-
cially when the required 7,1}, is high. This is because that as
r,tnh becomes large, the interference introduced by the IRS
will be more prominent, which thus requires higher transmit
power to satisfy the radar SINR. However, if the interference
can be perfectly canceled, the scheme with the IRS achieves
much lower transmit power than that without IRS due to the
high passive beamforming gains brought by the IRS.

4) Effect of IRS Deployment: In Fig. 7, we study the impact
of IRS deployment/location d, on the system performance
with M = 50, K = 5, and €, = oo. We observe that as d,
increases, i.e., the distance between the IRS and the Radcom
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BS becomes larger, the required transmit power is remarkably
increased by the scheme without IRS due to the high path-
loss attenuation. In addition, the performance gap between
“SDP, no interference” and “SDP, no IRS, no interference”
becomes more pronounced when the IRS is far away from
the Radcom BS, which further demonstrates the benefits
brought by the IRS. However, this result does not hold for the
schemes with interference. To be specific, when d, < 45, the
“SDP, interference” scheme consumes more transmit power
than the ‘SDP, no IRS, no interference” scheme, while when
d, > 45, the “SDP, interference” scheme saves more transmit
power than the ‘SDP, no IRS, no interference” scheme. This
is because as the IRS is deployed close to the Radcom,
ie., d, < 45, the interference introduced by the IRS is
significant, thus impairing the system performance. However,
as the IRS is far away from the Radcom, i.e., d, > 45, the
interference introduced by the IRS becomes small. To see it
clearly, it is observed that the performance gap between “SDP,
interference” and “SDP, no interference” becomes smaller as
d, increases, which indicates that the impact of interference
introduced by the IRS on the Radcom becomes smaller.

5) Effect of Cross-Correlation Constraint: In Fig. 8(a),
we study the impact of €}, on the cross-correlation coefficients
of the three target reflected signals. It is observed that when
€th approaches zero, i.e., &, = 0.1, which implies that a
stringent cross-correlation is imposed, and all cross-correlation
coefficients are very small. However, as €, becomes large,
the first and second reflected signals, i.e., 1 & 2, and the
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second and third reflected signals, i.e., 2 & 3, are highly corre-
lated, which can degrade significantly the performance of any
adaptive technique for the multi-target radar detection [59].
An example of the normalized magnitudes of beampatterns
obtained for different e, under §; = og,l € L is studied in
Fig. 8(b). We observe that the beampattern designs obtained
by different e}, are similar to one another, which has the same
observation in [57].

6) Single Waveform Versus Joint Waveforms: To evaluate
the impact of the single weaveform design and the joint wave-
form design on the system performance. In Fig. 9, we study
the outage probability versus Radar SINR 7,4, in case II
for different transmit beamforming schemes with K = 5,
M =50, d, = 20, and €, = 1. Two schemes are compared:
1) Communication & Radar: both the communication and
radar signals are used for transmission and the resulting
problem is solved by Algorithm 2; 2) Communication only:
only the communication signal is used for transmission and the
resulting problem is solved by Algorithm 2 but the Gaussian
randomization technique is applied for reconstructing rank-one
solution (Here, 1000 Gaussian randomization realizations are
performed). It is observed that the outage probability obtained
by the two schemes increases as 7,y increases and finally
approaches 1 for large 7,,. This is expected since the
higher transmit power is required for satisfying the stringent
Radar SINR constraint, thereby potentially increasing the
cross-correlation coefficient in (34d) and making the problem
infeasible with a higher probability. In addition, it is observed
that the “Communication & Radar” scheme performs better
than the “Communication only” scheme, which indicates that
the radar signal is useful for system design.

VI. CONCLUSION

In this paper, we studied the joint design of active beam-
forming and passive beamforming for an IRS-aided Radcom
system. The transmit power minimization problems for two
cases, i.e., case I and case II, based on the presence or absence
of the radar cross-correlation design and the interference intro-
duced by the IRS on the Radcom BS were formulated. We first
studied case I and proved that the dedicated radar signals are
not required, and then proposed a penalty-based algorithm
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to solve the formulated non-convex optimization problem.
Then, we studied case II and showed that the dedicated
radar signals are required in general to enhance the system
performance, and an SDR-based AO algorithm is proposed
to solve this challenging optimization problem. Simulation
results demonstrated the benefits of the IRS used for enhancing
the performance of the Radcom system. In addition, the results
also showed for case II that adopting dedicated radar signals
at the Radcom BS can significantly reduce the system outage
probability as compared to the case without adopting the
dedicated radar signals.

APPENDIX A
PROOF OF THEOREM 1

We prove Theorem 1 by solving the SDR of problem
(7). Specifically, define Z, = W,«Wf and W =
wcykwgk,k € K, which need to satisty Z, > O,W_; =
0, and rank (W, ;) = 1. By ignoring the above rank-one
constraint on W ’s, the SDR of problem (7) for any given
IRS phase shifts v is given by

K
{Wlf,lil}lzr kz::l tr(Wey) +tr(Z,) (47a)
K
s.t. hff (Z W+ Zr> h; +o°
k=1
< < ! + 1) hW,_ hy, k € K, (47b)
Tk th

K
tr <A <Z qux + Zr) AH) > Tr,thO'Q- (47C)
k=1

It is not difficult to see that problem (47) is a semidefinite pro-
gramming (SDP) problem and satisfies the Slater’s condition,
which indicates that the duality gap is zero. Thus, we consider
the following Lagrangian of problem (47) given by

»Cl {{Wc,k} ) ZT; {Al,k} ) /j’}

K
= Z tr (Bkqu)
k=1
K
+r (CZy) + ) Mko” + po’rem, (48)
k=1
where
K
By =1In, + Zh,ihihfl
ik
“Mphphf fr g —pAPA ke, (49)
K
C =1y, + Y Mushehff —pA7A, (50)
k=1
and {A x>0} and pu > 0 are the dual

variables associated with constraints (47b) and (47c),
respectively. Denote by dual function fi{{\is},u} =

min L1 {{W¢i},Zr,{ 1}, 1}, we have the following
{Wc,k}:zr

lemma:
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Lemma 1: To make dual function f1 {{\1 x},p} bounded,
we must have

C~0, B,~0, kek. (51)

Proof: This can be proved by contradiction. Suppose
that By (C) has at least one negative eigenvalue, we can
always construct a solution of W (Z,) that has the same
eigenvectors with By, (C), while the eigenvalues of W ;. (Z,)
corresponding to By (C) with negative eigenvalues are set
to be positive infinity, resulting in tr (ByW,. ;) — —oo and
tr (CZ,) — —oo. This thus completes the proof. |

Accordingly, the dual problem of (47) is given by

K
A\ 02 2r, 52
st.C>=0, B,>0,keKk. (52b)

Based on Lemma 1, it is not difficult to prove that at opti-
mal solutions {ng’,;, z;if"} to minimize (48) for fixed dual
variables, the following equalities must hold:

tr (CPZ) =0, tr (BP'WH) =0, kek, (53)

which are equivalent to C"'Z™ = 0 and B W =0,k €
K.

To prove Theorem 1, we need to prove that the optimal
solutions of problem (47) should satisfy rank (W(C’p,i) =

1,k € K, and Z® = 0. To proceed it, we consider the
following two cases: 1) )\(ﬁ, = 0 for k£ € K; 2) at least one
)\f’; for k € K is not equal to zero.

For the first case, it is not difficult to see that C®" = B}"" =
Iy, — p® A7 Ak € K. To guarantee szt = 0,k € K,
and maximize dual problem (52), the optimal dual variable
1O should satisfy P = 1/7pax, Where mpyax represents the
maximum eigenvalue of AX A. Under the assumption that
amplitudes of targets are independently distributed, i.e., the
non-zero singular values of A A are not the same, C°
and B}™ must have only one zero eigenvalue and satisfy
rank (C°P") = rank (BZpt) = N; — 1,k € K. Denote by Vax
the eigenvector corresponding to the maximum eigenvalue of
AHA. Tt is readily to see that Z"" and WOPIZ, should all
lie in the subspace spanned by Vy,.x. This indicates that
all communication beams should point towards the targets
rather than the communication users and the minimum user
SINR requirements in (47b) will not be satisfied any more.
Obviously, the case of )\f’; =0,k € K, cannot occur here.

For the second case, with any given Z;* > 0 satisfying
(53), we have

— (1/rem + 1) AT by Z9P
= tr (CPZP — (1/rpm + 1) A1 shyhf ZOP)
_ (Bg"zgf”) >0, (54)

where the first equality follows from (53), the second equality
follows from (49) and (50), and the last inequality holds
since both By and Z;” are positive semidefinite matri-

ces. From (54), we can derive A{"jtr (hkth zﬁpl) -
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since /\({‘j;c >0 and hf7Z"h;, > 0, k € K. As a result, based
on (53) and together with A", tr (hkh,{?{ Z?pt) =0, we have
(INt — M

= (IM + Z AT hihy! — uAHA> ZP' =0. (55)

optAHA) Z(;pl

Suppose that A"} is the non-zero eigenvalue, i.e., A}

>0,
it follows that h,, hZZ> 0. Since the non-zero
singular values of AT A are not the same, we have
rank (INt — uOPtAHA > N; — 1. This indicates that two
matrices I, — u®®A? A and h,,hfl span the entire space
with probability one under the assumption that amplitudes of
targets and user channels are uncorrelated. As such, we must
have Z%" = 0.
Next, we show to prove rank (szt) =1,k € K. On the

one hand, based on (53), it follows that rank (B(’pl) <

N; — 1 since W(C’pkt # 0 (otherwise the communication user
SINR constraint (47b) will not be satisfied). On the other hand,
recall that any Z:*' > 0 satisfying (53) should be 0, it follows
that rank (C°"") = N,. Based on (49) and (50), we have

opl

rank (szt) = rank (C(’pl —(/rem+1) /\Opt hth)

> rank (C*"") — rank ((1/7%,111 + 1) hth)
— N, - 1. (56)
Thus, combining arguments B} < N; —1 and B > N, -1,
we have B = N, — 1,k € K. Based on (53), it follows
rank (sz,i) = 1,k € K. Together with the facts that

Z™ = 0 and rank (WY, ) = 1,k € K, we can conclude
that problem (47) is equivalent to problem (7) and no radar
beams are required, which completes the proof.

APPENDIX B
PROOF OF LEMMA 2

To show Lemma 2, we expand Lagrangian function (19) as
Lo (25,5 A2,k
e 12
=(1-A2i) }xk7k| —2Re {xk whilw, k}
PR 2 2
+‘thWc,k‘ + Z (‘hkl,{wc’i - xzz| + )\Q,krk,th‘xzﬂ" )

i#k
(57)

mmﬁg (xk i1 A2, k)

K3

+ A2 KTk O
To make dual function fy(Aox) =

bounded, we should make 1 — Ay > 0, 1e A2k < 1, since
otherwise we can always set xk = /<;h We k and let & to be
positive infinity, which will make fo ()\2 %) unbounded. This
thus completes the proof of Lemma 2.

APPENDIX C
PROOF OF THEOREM 2

Suppose that {V_Vc,k, ZT} are the converged solutions
obtained by AO approach to problem (34). We then construct
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another new solutions {VAVM, Z,«} that satisfy

—1/2

We i = (thWC,khk) W, ;hy,

W = WepWly, keK, (58)

K
> Wer, kek. (59

k=1

K
Zr = ch,k’ +Zr -
k=1
To prove Theorem 2, we need to prove: 1) rank (VVC k) =

1 Wc k= 0,Z, = 0; 2) the objective value obtained by

Wc ks Z in (34a) remains unchanged; 3) all constraints
(34b)-(34d) are still satisfied.

First, based on (58), it is not difficult to check that the newly
constructed solutions qu, k € K are rank-one and positive
satisfy rank (VAVCJC) = 1, VAVC,;C = 0.
In addition, for any ¢ € CNex1 # 0, we have

semidefinite, i.e.,

(bH (Wc,k - Wc,k) ¢
_ _ . _ 2
= ¢""Weig— (B Worhy) ¢ Weuhe| 20, (60)

where the last inequality follows from

‘gb W.. khk‘ < (cZ)HV_VC kqb) (bW ;hy) according
to the Cauchy-Schwarz inequality. From (60), it indicates that
chk — W & = 0. Thus, we can see from (59) that Z can

be rewrote as the summation of K + 1 positive semidefinite
matrices, it follows that Z, > 0.
K

identity

Second, the expression > qu + Z,« can be recast as
k=1

chk+

ck+zwck+z

chk

(61)

Wc,k + Zra

M= H[ij

=~
Il
—

where the first equality follows from (59). Thus, we have

Ztr( )+tr( ) Ztr( k) + tr (Z,), which
shows that the objective value remalns unchanged.
Third, substituting (58) into th chkhk, we have

hfW_ ihy = hi W, W h, = hf/ W, hy, keK.

(62)

Combining (62) with (61), we can readily check that con-
straints (34b)-(34d) are all satisfied. Based on the above
results, we complete the proof of Theorem 2.

APPENDIX D
PROOF OF THEOREM 4

By setting Z, = 0 in problem (34) and denoting the newly
formulated problem as problem (34)-new, it is not difficult to
see that any feasible solutions to problem (34)-new are also

feasible to problem (34). Denoted by {chk, Z,,} the feasible
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solutions to problem (34). We can always construct another

solutions to problem (34)-new, denoted by {\X/’Qk}, satisfying

Wer=Wei+arZy, > ap=1lag>0, Yk (63)
k=1

K _ K ~ _
so that > Wep = > W + Z, and akthZThk > 0,

which iII;(Yilcates that a]fn_y1 feasible solutions to problem (34)
are also feasible to problem (34)-new while with the same
objective value. Thus, problem (34) is equivalent to problem
(34)-new. This thus completes the proof.
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