
IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 22, NO. 1, JANUARY 2023 671

Throughput Maximization for UAV-Enabled
Integrated Periodic Sensing and Communication

Kaitao Meng , Member, IEEE, Qingqing Wu , Senior Member, IEEE, Shaodan Ma , Senior Member, IEEE,

Wen Chen , Senior Member, IEEE, Kunlun Wang , Member, IEEE, and Jun Li , Senior Member, IEEE

Abstract— Driven by unmanned aerial vehicle (UAV)’s advan-
tages of flexible observation and enhanced communication capa-
bility, it is expected to revolutionize the existing integrated
sensing and communication (ISAC) system and promise a more
flexible joint design. Nevertheless, the existing works on ISAC
mainly focus on exploring the performance of both functionalities
simultaneously during the entire considered period, which may
ignore the practical asymmetric sensing and communication
requirements. In particular, always forcing sensing along with
communication may make it is harder to balance between these
two functionalities due to shared spectrum resources and limited
transmit power. To address this issue, we propose a new inte-
grated periodic sensing and communication (IPSAC) mechanism
for the UAV-enabled ISAC system to provide a more flexible
trade-off between two integrated functionalities. Specifically, the
system achievable rate is maximized via jointly optimizing UAV
trajectory, user association, target sensing selection, and transmit
beamforming, while meeting the sensing frequency and beam
pattern gain requirement for the given targets. Despite that
this problem is highly non-convex and involves closely coupled
integer variables, we derive the closed-form optimal beamforming
vector to dramatically reduce the complexity of beamforming
design, and present a tight lower bound of the achievable rate
to facilitate UAV trajectory design. Based on the above results,
we propose a two-layer penalty-based algorithm to efficiently
solve the considered problem. To draw more important insights,
the optimal achievable rate and the optimal UAV location are
analyzed under a special case of infinity number of antennas. Fur-
thermore, we prove the structural symmetry between the optimal
solutions in different ISAC frames without location constraints
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in our considered UAV-enabled ISAC system. Based on this,
we propose an efficient algorithm for solving the problem with
location constraints. Numerical results validate the effectiveness
of our proposed designs and also unveil a more flexible trade-off
in ISAC systems over benchmark schemes.

Index Terms— Integrated sensing and communication, UAV,
periodic sensing, user association, beamforming, trajectory
optimization.

I. INTRODUCTION

DRIVEN by spectrum reuse potential and enormous
demands of robust sensing ability, there is a recent

surge of interest in the development of integrated (radar)
sensing and communications (ISAC) techniques for both
academia and industry [1], [2]. Different from the spectrum
sharing between separate radar sensing and communication
systems [3], ISAC shares the same wireless infrastructures
for simultaneously conveying information to the receiver and
extracting information from the scattered echoes [4]. Thus,
ISAC could not only achieve integration gain to significantly
enhance the spectrum utilization efficiency and reduce hard-
ware costs, but also introduce coordination gain to efficiently
balance between two functionalities’ performance [4], [5].
With the advancements of massive antennas and millimeter
wave (mmWave)/terahertz (THz), ISAC base stations (BSs)
could also provide higher sensing resolution and accuracy to
enable many location-aware intelligent applications with strin-
gent sensing requirements [6]. Several similar terminologies
have been utilized to describe this related research, such as
radar-communication (RadCom) [7], [8], dual-functional radar
communication (DFRC) [9], [10], joint communication and
radar sensing (JCAS) [11], [12]. In the industry, ISAC is
regarded as a key technology in Huawei and Nokia for future
wireless network investigations [13], [14]; “Hexa-X” project
supported by European Commission focuses on extending
the localization and sensing capabilities for 6G [15]; Project
IEEE 802.11bf plans to develop WLAN sensing by analyzing
the received WLAN signals to recognize the features of the
intended targets in a given environment [16].

The prior works on ISAC systems have shown that
co-designed waveform and beamforming could provide mutual
benefits of both sensing and communication [17], [18], [19],
[20], [21]. For instance, a joint transmit beamforming model
was proposed to optimize the radar transmit beam pattern
while meeting the requirement of the signal-to-interference-
plus-noise ratio (SINR) at each communication user [19].
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The authors in [20] proposed a Pareto optimization framework
of the DFRC system to analyze the achievable performance
region of communication and sensing. However, the perfor-
mance of sensing is generally dependent on the explicit line-
of-sight (LoS) links between targets and transceivers, while
non-Los (NLoS) links are treated as unfavorable interference
for the target sensing. For the potential targets located far away
from BSs or blocked by obstacles, the sensing performance
will severely degrade or the sensing missions may even fail
because of serious path loss of the echoed signals. Hence,
terrestrial ISAC BSs could only provide sensing and commu-
nication services within a fixed range due to limited transmit
power and NLoS signal paths caused by surrounding obstacles.

Driven by the unmanned aerial vehicle (UAV)’ on-demand
deployment and strong LoS links features [22], [23], it is
expected to be a cost-effective aerial platform to provide
enhanced ISAC service. In particular, more flexible obser-
vation, better communication quality, larger service cover-
age could be achieved by exploiting the high mobility of
UAVs [24], [25]. Traditional works on UAV-enabled wireless
networks mainly focused on the separate design of sensing
and/or communication [26], [27], [28], instead of considering
integrated waveform and beamforming design for sensing
and communication. Different from the separate-design sens-
ing and communication systems, the achievable rate for the
UAV-enabled ISAC system is influenced by multiple com-
plicated factors, including beam pattern constraints, resource
allocation, as well as beamforming design closely coupled
with UAV trajectory. Therefore, this difference leads to a new
challenge for the achievable rate maximization problem in
UAV-enabled ISAC systems. Most recently, there are several
works studying the trajectory or deployment optimization
issue in UAV-based ISAC [29], [30], [31]. For instance, the
authors in [29] proposed a joint UAV maneuver and transmit
beamforming optimization algorithm to maximize the commu-
nication performance while ensuring the sensing requirements
for the given targets. By deploying multiple UAVs to perform
tasks cooperatively, greater coverage of ISAC networks can be
achieved [30]. Besides, ISAC-enabled cellular networks can be
utilized to monitor and localize the suspicious UAV targets in
the sky to protect the physical security [32].

However, the above works on ISAC [17], [18], [19], [20],
[21], [29], [30], [32] mainly focused on exploring the per-
formance of both functionalities simultaneously during the
entire considered period, where all sensing tasks are performed
together with communication all the time. This may ignore
the asymmetric sensing and communication requirements in
practical systems. In other words, the sensing frequency could
be different from the data frame rate. For example, for target
tracking scenarios, a relatively low/high sensing frequency is
preferred for a low-speed/high-speed object. Hence, sensing
frequency should be set based on the targets’ motion state and
the timeliness requirement of the specific tasks. Nonetheless,
this important aspect of ISAC systems, sensing frequency, has
not been taken into account in the literature. On the other hand,
always forcing sensing along with communication all the time
may introduce excessive sensing, making it is harder to bal-
ance between these two functionalities. Furthermore, excessive

Fig. 1. The illustration of UAV-enabled integrated sensing and communica-
tion scenarios.

sensing may result in the waste of spectrum resources and
stronger interference to communication users, thereby limiting
the performance of communication users. Moreover, forcing
both functionalities to work simultaneously will also inevitably
cause higher energy consumption, which is unfavorable for
the equipment with insufficient energy (e.g., power limited
UAVs [33]). Therefore, there is an urgent need to investigate
the achievable rate improvement in such scenarios by consider-
ing the sensing frequency besides the commonly used sensing
power, especially for UAV-enabled ISAC systems due to its
autonomous mobility. Note that the fixed-deployment ISAC
system considering the sensing frequency is actually a special
case of our work. By optimizing the UAV trajectory, the
flexibility of beam design and the efficiency of task association
for ISAC systems can be further improved. This knowledge
gap motivates us to develop effective UAV-enabled ISAC
mechanisms to fulfill a more general and flexible trade-off
between sensing and communication.

With the above consideration, we study a UAV-enabled
ISAC system where one UAV is dispatched to perform sensing
tasks while providing downlink communication services for
several single-antenna users, as shown in Fig. 1. Considering
the practical sensing frequency requirements, we propose
an integrated periodic sensing and communication (IPSAC)
mechanism where all sensing tasks are periodically executed
along with the communication service. Specifically, the achiev-
able rate maximization problem is investigated by jointly opti-
mizing the transmit beamforming, user association, sensing
time selection, and UAV trajectory in this work, subject to
the sensing frequency and beam pattern gain requirements.
As compared to traditional ISAC considered in [29], which
always forces the UAV to perform sensing tasks and provide
communication service at the same time, our proposed scheme
is more general and offers more flexibility to balance between
practical sensing and communication over time. Besides,
by setting the frequency to infinity or the minimum threshold,
it is not difficult to find that both standalone communication
and always-sensing are special cases of our considered peri-
odic sensing and communication scenarios.

However, solving this periodic ISAC optimization problem
is highly non-trivial. Specifically, it is non-convex and involves
integer variables which are closely coupled with UAV trajec-
tory and beamforming vectors. Unlike traditional trajectory
optimization problem for single-antenna UAVs, joint beam-
forming and UAV trajectory optimization problem for ISAC
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is very complicated, since the location of the UAV is coupled
with beamforming vector in a more complex form. Also, the
complexity of the trajectory discretization-based method will
become intractable in practical scenarios with long mission
periods [34]. To address this issue, we first propose a two-
layer penalty-based algorithm to solve the achievable rate
maximization problem by decoupling the optimized variables
and then propose a low-complexity algorithm to solve the
considered problem more efficiently. The main contribution
in this paper is summarized as follow:

• First, we propose a UAV-enabled IPSAC mechanism to
achieve a more general and flexible trade-off between
sensing power requirement, sensing frequency, and com-
munication performance for multi-users and multi-targets
scenarios. Furthermore, we formulate a periodic ISAC
problem to maximize the achievable rate while satisfying
sensing frequency and beam pattern gain constraints.

• Next, we derive the closed-form beamforming vec-
tor under any given UAV location, and present the
closed-form optimal achievable rate and sensing location
if the number of antennas is infinity, thereby providing
guidance for algorithm design. By introducing a tight
lower bound of the original objective function, a penalty-
based algorithm is proposed to jointly optimize beam-
forming, user association, sensing time selection, and
UAV trajectory.

• Furthermore, to draw useful insights, we prove a novel
characteristic of structural symmetry between the opti-
mal solutions in different ISAC frames without initial
and final location constraints. Accordingly, we reveal
the monotonic relationship between sensing frequency
and communication capacity in our considered IPSAC
system. Based on this, a low-complexity solution can be
constructed while achieving high-quality performance.

• Finally, simulation results unveil a more flexible trade-off
in ISAC systems over benchmark schemes and show
that the UAV trajectory design plays an important role
in balancing sensing and communication performance in
IPSAC mechanisms. It is also found that the UAV tends to
provide communication services while sensing the target
closer to the associated user.

The remainder of this paper is organized as follows.
Section II introduces the system model and problem for-
mulation of the UAV-enabled IPSAC system. In Section III,
we derive the closed-form optimal beamforming vector and
propose a penalty-based algorithm to address the sum achiev-
able rate maximization problem. Section IV presents the
symmetrical structure characteristic among ISAC frames and
a low-complexity algorithm. Section V provides numerical
results to validate the performance of our proposed mecha-
nism. Section VI concludes this paper.

Notations: ‖x‖ denotes the Euclidean norm of a
complex-valued vector x. For a general matrix X , rank(X),
XH , XT , and [X]p,q denote its rank, conjugate transpose,
transpose, and the element in the pth row and qth column,
respectively. For a square matrix Y , tr(Y ) and Y −1 denotes
its trace and inverse, respectively, while Y � 0 represents that
Y is a positive semidefinite matrix. j denotes the imaginary

Fig. 2. IPSAC mechanism for multi-users and multi-targets scenarios.

unit, i.e., j2 = −1. The distribution of a circularly symmetric
complex Gaussian (CSCG) random variable with mean x and
variance σ2 is denoted by CN (x, σ2).

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a UAV-enabled ISAC system aimed at sensing
several prospective ground targets while providing downlink
communication service for K single-antenna users within a
given flight period T s. The set of the users and that of the
prospective targets are denoted by K = {1, · · · , K} and J =
{1, · · · , J}, respectively. The horizontal location of user k is
denoted by uk = [ux,k, uy,k]T , which can be either obtained
by global positioning system (GPS) or estimated by uplink
signals [35]. The horizontal locations of the potential targets
are denoted by vj = [vx,j, vy,j ]T , j ∈ J . The value of vj is
determined based on the specific sensing tasks. For example,
vj can be set as the estimated location based on the previous
frames for target tracking, or set as a uniformly sampled
positions in the region of interest for target detection. The
whole mission period T can be discretized into N time slots
with duration δt = T

N , and the index of time slot is denoted
by n ∈ N = {1, · · · , N}. Here, the time slot is chosen to be
sufficiently small, during which the UAV’s location is assumed
to be approximately unchanged to facilitate the trajectory and
beamforming design for ISAC. The UAV’s horizontal location
is denoted by q[n] = [qx[n], qy[n]]T , where n ∈ N , and the
UAV is assumed to fly at a constant altitude of H m subject to
air traffic control [36]. The general uniform plane array (UPA)
is adopted at the UAV, where the number of antennas is
denoted by M = Mx × My with Mx and My denoting the
number of elements along the x- and y-axis, respectively. The
adjacent elements are separated by dx = dy = λ

2 , where
λ denotes the carrier wavelength. Specifically, the UPA is
parallel to the ground to facilitate the technical derivation,
as shown in Fig. 1.

A. ISAC Frame

Based on the practical timeliness requirements of sensing
tasks, we propose an IPSAC mechanism for multi-user and
multi-target scenarios to find a fundamental trade-off between
sensing and communication. Specifically, it is assumed that
each sensing task should be performed at least once in each
ISAC frame, as shown in Fig. 2. Assuming that the total frame
number L = T

TL
is an integer for ease of analysis, where TL is

the frame length.1 Then, the number of time slots in each ISAC

1The length of the ISAC mission frame TL is set according to the
requirement of the task execution frequency.
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frame is NL = N
L and the index of ISAC frame is denoted

by l ∈ L = {1, · · · , L}. In our proposed IPSAC mechanism,
time division multiple access (TDMA) is adopted to avoid
signal interference between different information beams due
to strong LoS channel, while each target could be sensed
in any time slot of each ISAC frame. If the UAV aims to
sense target j at time slot n, we denote cj[n] = 1. Otherwise,
cj [n] = 0. Also, at most one target can be sensed in each time
slot. By performing sensing tasks separately in different time
slots, the computational complexity of the target estimation
algorithm can be reduced. Based on the above discussion, the
following conditions hold:∑lNL

n=(l−1)NL+1
cj [n] = 1, ∀l, j, (1)∑J

j=1
cj [n] ≤ 1, ∀n. (2)

Then, the sensing frequency of each target is defined as
1/TL = 1/(δNL).

B. Communication and Sensing Model
The communication links between the UAV and the user

are assumed to be dominated by the LoS component [37].
Hence, the aerial-ground channel follows the free-space path
loss model and the channel power gain from the UAV to user
k can be expressed as

βk(q[n], uk) = β0d(q[n], uk)−2 =
β0

H2 + ‖q[n] − uk‖2
,

(3)

where β0 represents the channel power at the reference
distance 1 m. Besides, the Doppler effect induced by the
UAV mobility is assumed to be well compensated at the
communication users [24], [38] and the sensing receiver [39],
[40], respectively. The transmit array response vector of the
UAV towards user k’s location uk is

aH(q[n], uk) =
[
1, · · · , e−

j2π(Mx−1)dxΦ(q[n],uk)
λ

]
⊗
[
1, · · · , e−

j2π(My−1)dyΩ(q[n],uk)
λ

]
. (4)

In (4), Φ(q[n], uk) = sin(φ(q[n], uk)) cos(θ(q[n], uk)) =
qx[n]−ux,k

‖q̄[n]−ūk‖ , where q̄[n] = [qx, qy, H ]T , and ūk =
[ux,k, uy,k, 0]T . And Ω(q[n], uk) = sin(φ(q[n], uk))
sin(θ(q[n], uk)) = qy [n]−uy,k

‖q̄[n]−ūk‖ . φ(q[n], uk) represents the

zenith angle of departure (AoD) of the signal from the UAV

to user k’s location uk, and θ(q[n], uk) represents its cor-
responding azimuth AoD. Therefore, the baseband equivalent
channel from the UAV to user k can be expressed as

hH
k (q[n], uk)=

√
βk(q[n], uk)e−j

2πd(q[n],uk)
λ aH (q[n], uk).

(5)

Without loss of generality, we assume that the UAV can
transmit the information-bearing signal sk to user k, where
sk,∼ CN (0, 1). Moreover, the communication signals are
uncorrelated with each other, i.e., E (sk[n]sk′ [n]) = 0, where
k 	= k′, and k, k′ ∈ K [41]. The linear transmit precoding is

applied at the UAV for the assigned user and target. Hence,
the complex baseband transmitted signal at the UAV can be
expressed as a weighted sum of communication signals, i.e.,

x[n] = wc[n]
∑K

k=1
αk[n]sk[n], n ∈ N , (6)

where wc[n] ∈ CM×1 is the corresponding information
beamforming vector, and αk[n] = 1 if the UAV transmits
signal sk to user k at the nth time slot, otherwise, αk[n] = 0.
Since the UAV only serves at most one user at each time slot,
we have the following constraint∑K

k=1
αk[n] ≤ 1, ∀, n. (7)

Then, at the nth time slot, the received signal at user k is

yk[n] = hH
c,k (q[n], uk) (wc[n]

∑K

k=1
αk[n]sk[n]) + nk[n],

(8)

where nk[n] ∼ CN (0, σ2
k) denotes the additive white Gaussian

noise (AWGN) at user k’s receiver. Accordingly, for αk[n] =
1, the signal-to-noise ratio (SNR) of user k is given by

γk[n] =

∣∣∣hH
c,k (q[n], uk)wc[n]

∣∣∣2
σ2

k

, ∀n ∈ N . (9)

As a result, when αk[n] = 1, the corresponding achievable rate
of user k at time slot n in bits-per-second-per-Hertz (bps/Hz)
is

Rk[n] = log2(1 + γk[n]). (10)

As the communication signals reflected by the target can also
be utilized for target parameter estimation in our considered
system [18], [42], the communication signals {sk[n]}K

k=1 are
further exploited for sensing. As a result, the transmit beam
pattern gain from the UAV to the direction of target j can be
given by

Γ (q[n], vj) = E
[∣∣aH(q[n], vj) (x[n])

∣∣2]
= aH(q[n], vj)

(
wc[n]wH

c [n]
)︸ ︷︷ ︸

covariance matrix

a(q[n], vj).

(11)

Based on the definition in (11), the power of reflected signals
from target can be expressed a function of Γ (q[n], vj) together
with pathloss from the UAV to the given target, as shown in
constraints (12a).2

C. Problem Formulation
In this paper, we aim to maximize the achievable rate by

optimizing the beamforming vector, user association, sensing
time selection, and UAV trajectory, subject to the require-
ments of the sensing frequency, sensing power, and quality

2In the proposed sensing scheme, the interference from multiple targets
is practically weak and thus is approximately ignored, since the targets are
sensed in a time-division multiplexing (TDM) manner along with commu-
nication and the beam power is mainly concentrated in the direction of the
intended target. Moreover, the negative effects of clutter can be mitigated
through the prior knowledge of clutter and precoding techniques [43].
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of service (QoS). Accordingly, the optimization problem is
formulated as3

(P1): max
wc,A,Q,C

1
N

∑N

n=1

∑K

k=1
αk[n]Rk[n] (12)

s.t. (1), (2), (7),

cj [n]
Γ (q[n], vj)
d(q[n], vj)2

≥cj[n]Γth
j , ∀j, n, (12a)

cj [n] ∈ {0, 1}, αk[n] ∈ {0, 1}, ∀j, k, n,

(12b)
1

NL

∑lNL

n=(l−1)NL+1
αk[n]Rk[n] ≥ Rth

k ,

∀k, l, (12c)

‖wc[n]‖2 ≤ Pmax, ∀n, (12d)

‖q[n] − q[n − 1]‖ ≤ Vmaxδt, ∀n ∈ N\{1},
(12e)

q[1] = qI , q[N ] = qF . (12f)

In (P1), C = {c[n]}N
n=1 and A = {α[n]}N

n=1, where c[n] =
{cj[n]}J

j=1 is the target selection at the nth time slot and
α[n] = {αk[n]}K

k=1 is the user association at the nth time
slot. Similarly, wc = {wc[n]}N

n=1, and Q = {q[n]}N
n=1.

Under the given sensing frequency, the beam pattern gain
constraints at the direction of targets are given by (12a),
where Γth

j denotes the beam pattern gain threshold of target
j and d(q[n], vj)2 represents the corresponding pathloss. The
minimum achievable rate requirements in each ISAC frame are
given by (12c) to satisfy the quality of service. The total trans-
mit power and the maximum distance between two consecutive
locations are constrained as in (12d) and (12e), respectively.
The initial and final locations constraints are given by (12f).
Besides, if a certain target needs both communication and
sensing services (e.g., the sensing results can be utilized for
communication enhancement, i.e., sensing gain achieved for
communication), another user with the same location could
be introduced for this case.

Solving problem (P1) is highly non-trivial, since it is
non-convex and involves integer variables which are closely
coupled with UAV trajectory and beamforming. To address
this problem, we first derive the closed-form optimal beam-
forming vector and a tight lower bound of the achievable rate.
Accordingly, an efficient penalty-based algorithm consisting
of two layers is proposed to solve the considered problem.
Furthermore, by ignoring initial and final location constraints,
we prove the structural symmetry between the optimal solu-
tions in different ISAC frames. Based on this result, a low-
complexity algorithm is proposed to reduce the computation
complexity caused by trajectory discretization, especially for
the practical scenarios with long flight periods.

3The constraints in (12a) can be extended into the case with the pathloss

exponent of 4, i.e., cj [n]
Γ(q[n],vj)
d(q[n],vj)4

≥ cj [n]Γth
j , representing that the SNR

of the reflected signal from targets should be larger than a given threshold.
Such scenario with 4-exponent pathloss can be deemed as mono-static sensing
system, while the constraint (11a) with 2-exponent pathloss represents the
signal power at the location of targets should be larger than the threshold,
which can be regarded as bi-static sensing scenarios, i.e. there exists another
dedicated receiver for echoes analysis. Also, the comparison for these two
cases are presented in simulation results, given in Section V-E.

TABLE I

IMPORTANT NOTATIONS AND SYMBOLS USED IN THIS WORK

III. PENALTY-BASED ALGORITHM TO (P1)

In this section, we first investigate the closed-form optimal
beamforming vector for the proposed IPSAC mechanism in
Section III-A. Then, a tight lower bound of the original
objective value is provided in Section III-B, based on which,
we propose a penalty-based algorithm to jointly optimize the
UAV trajectory, user association, and sensing time selection in
Section III-C and Section III-D.

A. Closed-Form Optimal Beamforming

It can be found that, if
∑J

j=1 cj[n] = 0 and αk[n] = 1,
for any given UAV location, the optimal beamforming vector
w∗

c =
√

Pmax
hc,k(q[n],uk)

‖hc,k(q[n],uk)‖ . Otherwise, if cj [n] = 1 and

αk[n] = 1, the optimal beamforming vector is highly coupled
with the UAV trajectory. For notation convenience, denote
hH

c,k(q[n], uk) and aH(q[n],vj)
d(q[n],vj)

as hH
c,k and hH

r,j , respectively.

Since maximizing Rk[n] is equivalent to maximizing the
corresponding received signal strength of wH

c hc,khH
c,kwc, the

log function is dropped in the objective function for simplicity.
The received signal strength maximization problem is reduced
to

max
wc

wH
c hc,khH

c,kwc (13)

s.t. wH
c hr,jh

H
r,jwc ≥ Γth, (13a)

‖wc‖2 ≤ Pmax. (13b)

Although problem (13) is a non-convex optimization problem,
we show that it is able to derive the optimal beamforming
vector in a closed-form expression and this also facilitates the
subsequent UAV trajectory optimization.

Proposition 1: When cj [n] = 1 and αk[n] = 1, for any
given UAV location q[n], the optimal beamforming vector can
be expressed as

w∗
c =

⎧⎪⎨
⎪⎩
√

Pmax
hc,k

‖hc,k‖ , Γ̃≥Γth

1
λ1

(
√

βc,khc,k+λ2

√
Γthhr,je

−jϕk,j), Otherwise,

(14)
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where ϕk,j = arccos
|hH

c,khr,j |
‖hH

c,k‖‖hr,j‖ , λ1 =
Υ‖hH

c,k‖2
sin ϕk,j√

Pmax‖hr,j‖2−Γth
,

λ2 = Υ‖hH
c,k‖2√

Γth−Υ2‖hH
c,k‖‖hr,j‖ cos ϕk,j

‖hr,j‖2
√

Pmax‖hr,j‖2Γth−(Γth)2 sin ϕk,j

, βc,k= ‖hH
c,k‖2

‖hr,j‖2 Υ2,

Υ =
√

Γth cosϕk,j +
√

Pmax‖hr,j‖2 − Γth sin ϕk,j , and Γ̃ =
MPmax cos2 ϕk,j

d(q[n],vj)2
.

Proof: Please refer to Appendix A.
In Proposition 1, the optimal beamforming vector could

be intuitively viewed as two linearly superimposed beams
towards user and target, respectively, which directly shows
the influencing factors of the associated user’s achievable rate.
Also, the closed-form beamforming in (14) can also hold for
arbitrary user channels hH

c,k. For MPmax cos2 ϕk,j

d(q[n],vj)2
< Γth, the

optimal SNR at user k can be obtained by plugging hc,k and
hr,j into βc,k, yielding

γ∗
k,j = γ0

d(q[n], vj)2

d(q[n], uk)2

×
(√

Γth
j cosϕk,j1 +

√
MPmax

d(q[n], vj)2
−Γth sin ϕk,j

)2

,

(15)

where γ0 = β0
σ2 .

Remark 1: In (15), the optimal user SNR is mainly deter-

mined by two parts:
√

Γth
j and

√
MPmax

d(q[n],vj)2
− Γth, together

with the channel correlation coefficient, i.e., cosϕk,j . When
cosϕk,j = 1, the communication channel and target channel
are linearly related. In this case, the channel power gain at
user k is PmaxMβ0

d(q[n],uk)2 , which holds if and only if the locations
of user and target coincide. Whereas when cosϕk,j = 0, the
communication channel and target channel are orthogonal to
each other. In this case, the channel power gain at user k is
reduced to β0

MPmax−Γthd(q[n],vj)
2

d(q[n],uk)2 .

Lemma 1: If Mx → ∞ and My → ∞, for any given UAV

location q[n], the optimal user k’s SNR during sensing target
j is denoted by

γ∗
k,j =

⎧⎪⎪⎨
⎪⎪⎩

γ0
MPmax − Γthd(q[n], vj)2

d(q[n], uk)2
, uk 	= vj

γ0
MPmax

d(q[n], uk)2
, Otherwise,

(16)

where γ0 = β0
σ2 . And, the corresponding optimal UAV location

with the maximum achievable rate at user k during sensing
target j is given by

q∗
k,j = uk +

√
Z2 + 4H2 − Z

2Dk,j
(vj − uk), (17)

where Z = MPmax
ΓthDk,j

− Dk,j and Dk,j = ‖vj − uk‖ denotes
the horizontal distance between user k and target j.

Proof: Please refer to Appendix B.
According to Lemma 1, the user k’s SNR can be simplified

as (16) when the number of antennas is large, since the channel
hH

c,k and hH
r,j can be completely irrelevant. However, solving

(P1) is still very challenging due to the closely coupled integer

variables and highly non-convex constraints. In the next sub-
section, we derive a tight lower bound of the achievable rate
according to the optimal beamforming vector in Proposition 1
to facilitate solving the problem (P1).

B. Lower Bound of Achievable Rate

For any given user association A, sensing time selection
C, and UAV trajectory Q, the optimal beamforming vector
wc can be obtained based on Proposition 1. Then, its corre-
sponding achievable rate of user k at the nth time slot is given
by

Rk[n] = αk[n]
(

1 −
∑J

j=1
cj [n]

)
RC

k [n]︸ ︷︷ ︸
Only communication

+ αk[n]
∑J

j=1
cj [n]RISAC

k,j [n]︸ ︷︷ ︸
During sensing

, (18)

where the user k’s optimal achievable rate during
communication-only time is given by

RC
k [n] = log2

(
1 + γ0

MPmax

d(q[n], uk)2

)
, (19)

and the user k’s optimal achievable rate during sensing time
is given by

RISAC
k,j [n]=

⎧⎨
⎩ log2

(
1+γ0

MPmax

d(q[n], uk)2

)
, Γk,j [n]≥Γth

log2

(
1+γ∗

k,j

)
, Otherwise,

(20)

where Γk,j [n] = MPmax cos2 ϕk,j

d(q[n],vj)2
and γ∗

k,j is defined in (15).

Hence, the sum achievable rate can be maximized by only
jointly optimizing the user association A, sensing time selec-
tion C, and UAV trajectory Q. Nonetheless, the considered
problem is still challenging due to the piece-wise non-concave
function in (20). To handle this problem, a tight lower bound
of RISAC

k,j [n] is derived as below.
Lemma 2: The optimal achievable rate of user k during

sensing target j satisfies the following condition:

RISAC
k [n] ≥ log2

(
1 + γ0

MPmax−d(q[n], vj)2Γth

d(q[n], uk)2

)
= RISAC

k,j [n]. (21)

Proof: To prove (21), we only need to ensure that
γ∗

k,j ≥ γ0
MPmax−d(q[n],vj)2Γth

d(q[n],uk)2 holds since the log func-

tion is a monotonically increasing function. If αk[n] =
1 and

∑J
j=1 cj [n] = 0, or MPmax cos2 ϕk,j

d(q[n],vj)2
≥ Γth, the

maximum ratio transmission (MRT) is the optimal beam-
forming vector to problem (P1), and thus, the inequality
in (21) obviously holds. In the following, we prove that if
MPmaxρ2

d(q[n],vj)2
< Γth, ρ

√
Γth+

√
(1 − ρ2)

√
MPmax

d(q[n],vj)2
− Γth ≥√

MPmax
d(q[n],vj)2

− Γth. Let ρ = cosϕk,j and G = MPmax
d(q[n],vj)2

for notation simplicity. Then, for F(Γth, ρ) � ρ
√

Γth +√
(1 − ρ2)

√
G − Γth − √

G − Γth, we need to prove
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F(Γth, ρ) ≥ 0 for Γth ∈ (Gρ, G]. As F(Γth, ρ)
is an increasing function with respect to (w.r.t) Γth,
F(Γth, ρ) ≥ 0 if F(Gρ, ρ) ≥ 0, where F(Gρ, ρ) =√

G
(
ρ+
√

(1 − ρ2)
√

1 − ρ −√
1 − ρ

)
. For ρ ∈ [0, 1],

F(Gρ, ρ) is an increasing function w.r.t ρ, as ∂F(Gρ,ρ)
∂ρ > 0.

Hence, F(Gρ, ρ) ≥ F(0, 0) = 0. Then, plugging F(Gρ, ρ) ≥
0 into (15), we obtain γ∗ ≥ γ0

MPmax−d(q[n],vj)
2Γth

d(q[n],uk)2 , which
thus completes the proof.

The lower bound of user k’s SNR in (21) is tight if M goes
to infinity according to Lemma 1. A closer look at this lower
bound in (21) reveals that the value of cosϕk,j is small since
sin MΔπ/2
sin Δπ/2 is relatively small for Δ ≥ 1

M , and RISAC
k [n] =

RISAC
k,j [n] when Δ = 2i

M , i ∈ Z, i 	= 0. Based on Lemma 2,
the lower bound of the user k’s achievable rate can be recast
as

Rk[n] = αk[n]RC
k [n]

+
∑J

j=1
αk[n]cj [n]

(
RISAC

k,j [n] − RC
k [n]

)
.

(22)

Then, we introduce problem (P1.1) as the lower bound of the
achievable rate maximization problem in the case by setting
Rk[n] as Rk[n] in (P1). Then, a high-quality solution of
problem (P1) can be obtained by solving problem (P1.1),
elaborated as follows.

C. Penalty-Based Problem Transformation
Although the complicated expression of the optimal achiev-

able rate of user k is simplified as its tight lower bound, the
integer variables {αk[n]} and {cj[n]} are coupled with each
other in the objective function and constraints. To tackle this
issue, another variable ek,j [n] = αk[n]cj [n] is introduced to
decouple the integer variables. Then, Rk[n] can be rewritten
as

Rk[n]=αk[n]RC
k [n]+

∑J

j=1
ek,j [n]

(
RISAC

k,j [n]−RC
k [n]

)
,

(23)

where ek,j [n] ∈ {0, 1}. To ensure the consistency of the
problem (P1.1), some other constraints are introduced to
replace that in (1) and (2) as follows

αk[n] ≥ ek,j [n], ∀k, j, n, (24)∑lNL

n=(l−1)NL+1

∑K

k=1
ek,j [n] = 1, ∀l, j, (25)∑K

k=1

∑J

j=1
ek,j [n] ≤ 1, ∀n. (26)

(24) ensures that ek,j [n] = 1 if and only if αk[n] = 1.
Accordingly, we can readily prove that the new introduced
problem with the replaced constraints (24)-(26), denoted by
(P1.2), is equivalent to (P1.1). Furthermore, the bream pattern
gain constraints in (12a) can be transformed into∑K

k=1
ek,j [n](MPmax − d(q[n], vj)2Γth

j ) ≥ 0. (27)

However, converting αk[n] and ek,j [n] to continuous-valued
variables and then utilizing rounding function to obtain the

binary solution, generally may not satisfy the QoS con-
straints in (12c) and the beam pattern gain constraints in
(12a). Several slack matrices Ā = {{ᾱk[n]}N

n=1}K
k=1 and

Ē = {{{ēk,j[n]}N
n=1}K

k=1}J
j=1 are presented to transform

the binary constraints into a series of equivalent equality
constraints. Specifically, (12b) can be rewritten as

αk[n](1 − ᾱk[n]) = 0, αk[n] = ᾱk[n], ∀k, n, (28)

ek,j [n](1 − ēk,j [n]) = 0, ek,j [n] = ēk,j [n], ∀k, j, n.

(29)

We can readily derive that αk[n] and ek,j [n] satisfying the
above two constraints must be either 1 or 0, which confirms
the equivalence of the transformation of (12b) into these two
constraints. Then, (28) and (29) are added to the objective
function in (P1.2) as the penalty terms [44], yielding the
following optimization problem

(P2): min
Ā,Ē,A,E,Q

− R (30)

s.t. (7), (24) − (27), (12c)− (12d),
1

NL

∑lNL

n=(l−1)NL+1
αk[n]Rk[n] ≥ Rth

k ,

∀k, l, (30a)

where R is defined in (31), shown at the bottom of the
next page, and η > 0 is the penalty coefficient used to
penalize the violation of the equality constraints (28) and (29).
Despite relaxing the equality constraints in (28) and (29),
it can be readily verified that the solutions obtained will always
satisfy the equality constraints (i.e., binary value constraints of
{αk[n]} and {ek,j [n]}), when 1

η → ∞. To facilitate efficient
optimization, η is initialized with a sufficiently large value and
then we gradually reduce η to a sufficiently small value. As a
result, a feasible binary solution can be eventually obtained.
In particular, the alternating optimization (AO) method is
applied to iteratively optimize the primary variables in dif-
ferent blocks, as shown in Section III-D.

D. Inner and Outer Layer Iteration

In this subsection, we propose a two-layer penalty-based
algorithm. Specifically, in the inner layer, (P2) is divided into
three sub-problems in which {Ā, Ē}, {A, E}, and Q are
optimized iteratively. In the outer layer, the penalty coefficient
is updated to ensure that the constraints (28) and (29) are met
eventually.

1) Slack Variables Optimization: For any given {A, E} and
Q, (P2) can be expressed as

(P2.1): min
Ā,Ē

− R (32)

It is not difficult to find that the slack variables ᾱk[n] and
ēk,j [n] are only involved in the objective function. Thus, the
optimal slack variables ᾱk[n] and ēk,j [n] can be obtained by
setting the derivative of (32) w.r.t. ᾱk[n] and ēk,j [n] to zero,
respectively, i.e.,

ᾱopt
k [n] =

αk[n] + α2
k[n]

1 + α2
k[n]

, ∀k, n, (33)
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ēopt
j [n] =

ek,j [n] + e2
k,j [n]

1 + e2
k,j [n]

, ∀j, k, n. (34)

2) User Association and Sensing Time Selection: For any
given {Ā, Ē} and Q, (P2) can be expressed as

(P2.2): min
A,E

− R

s.t. (7), (24) − (27), (30a). (35)

It can be seen that problem (35) is convex with a quadratic
objective function and linear inequality constraints, which
can be solved by standard convex optimization solvers, such
as CVX.

3) Trajectory Optimization: For given {Ā, Ē} and {A, E},
the UAV trajectory optimization sub-problem is given as
follows

(P2.3): max
Q

1
N

∑N

n=1

∑K

k=1
Rk[n]

s.t. (12e), (12f), (27), (30 (36)

However, note that (P2.3) is neither concave or
quasi-concave due to the non-convex constraints (30a),
(12a) and the non-convex objective function (36). In general,
there is no efficient method to obtain the optimal solution.
In the following, we adopt the successive convex optimization
technique to solve (P2.3). To this end, additional slack
variables {zc,k[n]} and {zr,j[n]} are introduced, and RC

k [n]

and RISAC
k,j [n] are recast as

R̃C
k [n] = B log2

(
1 + β0

PmaxM

zc,k[n]

)
, (37)

R̃ISAC
k,j [n] = log2

(
1 + γ0

MPmax − zr,j [n]Γth

zc,k[n]

)
, (38)

together with

zc,k[n] ≥ ‖q[n] − uk‖2 + H2, ∀k, n, (39)

zr,j[n] ≥ ‖q[n] − vj‖2 + H2, ∀k, j, n. (40)

For ease of analysis, this new constructed problem is denoted
by (P2.4). It can be shown that at the optimal solution of
variable R̃C

k [n] and R̃ISAC
k,j [n] in (P2.4), all the constraints

in (39) and (40) are active, since otherwise we can always
increase zc,k[n] or zc,k[n] without decreasing the value of
the objective function. Hence, (P2.4) is equivalent to (P2.3).
Since R̃C

k [n] is convex w.r.t. zc,k[n], for any local point z
(r)
c,k[n]

obtained at the rth iteration, we have

R̃C
k [n] = log2

(
1 +

Ak

zc,k[n]

)
≥ log2

(
1 +

Ak

z
(r)
c,k[n]

)

−
Ak

(
zc,k[n] − z

(r)
c,k[n]

)
(z(r)

c,k[n]2 + Akz
(r)
c,k[n]) ln 2

= R̂C
k [n], (41)

where Ak = PmaxMβ0
σ2

k
. Furthermore, the Hessian matrix of

R̃ISAC
k,j [n] regarding variables zc,k and zr,j is given by

Hk,j =
1

ln 2

⎡
⎢⎢⎣

1
z2

c,k[n]
− 1

(Z)2
k1

(Z)2

k1

(Z)2
−k2

1

(Z)2

⎤
⎥⎥⎦, (42)

where Z = zc,k[n] + k1zr,j[n] + k2, k1 = −γ0Γth, and
k2 = γ0MPmax. Hk,j is a negative definite matrix in the

feasible region, as |Hk,j | = −k2
1

ln 2(zc,k[n]+k1zr,j[n]+k2)2z2
c,k[n]

≤
0, Hk,j(1, 1) ≤ 0, and Hk,j(2, 2) ≤ 0. Hence, R̃ISAC

k,j [n]
is jointly concave w.r.t. zc,k and zr,j . Then, (P2.4) can be
converted into

(P2.5): max
Q,{zc,k},{zr,j}

1
N

∑N

n=1

∑K

k=1
R̂k[n] (43)

s.t. (12e), (12f), (27), (39), (40),
1

NL

∑lNL

n=(l−1)NL+1
R̂k[n] ≥ Rth

k ,

∀k, l, (43a)

where R̂k[n] = αk[n]R̂C
k [n] +

∑J
j=1 ek,j [n](R̃ISAC

k,j [n] −
R̃C

k [n]). Based on the previous discussions, the objective
function and all of the constraints of (P2.5) are concave. Thus,
(P2.5) is a convex optimization problem that can be efficiently
solved by convex optimization solvers such as CVX.

4) Outer Layer Iteration: In the outer layer, the value of
the penalty coefficient η is gradually decreased by updating
η = zη, where z (0 < z < 1) is a scaling factor. A larger
value of z can achieve better performance but at the cost of
more iterations in the outer layer.

E. Convergence Analysis and Computational Complexity

To show the converged solutions of the proposed penalty-
based algorithm, the terminal criteria for the outer layer is
given as max(|αk[n](1− ᾱk[n])|, |αk[n]− ᾱk[n]|, |ek,j [n](1−
ēk,j [n])|, |ek,j [n] − ēk,j [n]|, ∀k, j, n) ≤ ξ, where ξ is a pre-
defined accuracy. The details of the proposed penalty-based
algorithm are shown in Algorithm 1. In the inner layer,
with the given penalty coefficient, the objective function of
(P2) is non-increasing over each iteration during applying
the AO method and the objective of (P2) is upper bounded
due to the limited flying time T and transmit power Pmax.
As such, a stationary point can be achieved in the inner layer.
In the outer layer, the penalty coefficient is gradually decreased
so that the equality constraints (28) and (29) are ultimately
satisfied. Based on Appendix B in [45], this penalty-based
framework is guaranteed to converge.

The complexity of Algorithm 1 can be analyzed as follows.
In the inner layer, the main complexity of Algorithm 1

R =
1
N

∑N

n=1

∑K

k=1
αk[n]Rk[n] − 1

2η

∑N

n=1

∑K

k=1
(|αk[n](1 − ᾱk[n])|2 + |αk[n] − ᾱk[n]|2)

− 1
2η

∑N

n=1

∑J

j=1

∑K

k=1
(|ek,j [n](1 − ēk,j [n])|2 + |ek,j [n] − ēk,j [n]|2), (31)
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Algorithm 1 Penalty-Based Algorithm

1: Initialize {Ā(0)
, Ē

(0)}, {A(0), E(0)}, and Q(0), the itera-
tion number r = 1, the convergence accuracy ε1 and ε2.

2: repeat
3: repeat
4: With given {{A(r), E(r)}, Q(r)}, obtain {Ā(r+1)

,

Ē
(r+1)} based on (33) and (34).

5: With given {{Ā(r)
, Ē

(r)}, Q(r)}, obtain {A(r+1),
E(r+1)} by solving the problem in (35).

6: With given {{Ā(r)
, Ē

(r)}, {A(r), E(r)}}, and obtain
Q(r+1) by solving the problem in (43).

7: Calculate C(r+1)∗ according to the objective function
of (P2).

8: r = r + 1.
9: until

∣∣C(r+1)∗ − C(r)∗∣∣ ≤ ε1
10: η = zη.
11: until the constraint violation in (28) and (29) is below a

threshold ε2.
12: Obtain w∗

c based on proposition 1.
13: Recover optimal sensing time selection C∗ based on A∗

and E∗.

comes from steps 5 and 6. In step 5, the complexity of
computing {αk[n]} and {ek,j[n]} is O(KN +JKN)3.5 [46],
where KN + JKN stands for the number of variables [46].
Similarly, in step 6, the complexity required to compute the
UAV trajectory is O(2N + KN + JN)3.5 [46], where 2N +
KN + JN denotes the number of variables. Therefore, the
total complexity of Algorithm 1 is O(LouterLinner((KN +
JKN)3.5 + (2N + KN + JN)3.5)), where Linner and
Louter denote the number of iterations required for reaching
convergence in the inner and outer layers, respectively.

IV. ANALYSIS WITHOUT LOCATION CONSTRAINTS AND

LOW-COMPLEXITY ALGORITHM FOR SOLVING (P1)

To draw important insights into periodic sensing and com-
munication design, we further study a special case of (P1)
where the initial and final location constraints are ignored,
denoted by (P3). Specifically, (P3) is given as

(P3): max
wc,A,Q,C

1
N

∑N

n=1

∑K

k=1
αk[n]Rk[n]

s.t. (12a) − (12e). (44)

In the following, we first present the structural characteristics
of the optimal solutions in different ISAC frames of (P3).
Based on this, a low-complexity algorithm to problem (P1)
is proposed to solve (P1).

A. Analysis of Optimal Solution to (P3)

For ease of analysis, denote X l[n] = {w∗
c,l[n], αl[n]∗,

cl[n]∗, q∗
l [n]} as the optimal solution of the nth time slot of

the lth ISAC frame, where w∗
c,l[n], α∗

l [n], c∗l [n], and q∗
l [n]

represent its corresponding optimal beamforming vector, user
association, sensing time selection, and UAV trajectory at the
nth time slot.

Lemma 3: There always exists an optimal solution to prob-
lem (P3) satisfying the following condition:

X l′ [n] =

{
X l[n], |l − l′| | 2
X l[NL−n + 1], |l − l′| � 2,

(45)

where the symbols | and � represent that |l − l′| is divisible
and not divisible by 2, respectively, n ∈ {1, · · · , NL}, and l,
l′ ∈ L.

Proof: Assume that at the optimal solution to
problem (P3), the maximum sum achievable rate of the lth
ISAC frame is denoted by C∗

l , its corresponding optimal beam-
forming vector, user association, sensing time selection, and
UAV trajectory are denoted by {X l[n]}NL

n=l. Without loss of

generality, we assume that the sum achievable rate C∗
l of

the lth ISAC frame is the largest in the set {C∗
1 , · · · , C∗

L}.
We can always obtain a solution of the l′th ISAC frame by
reorganizing the elements in {X l[n]}NL

n=l while satisfying the
constraints in (12a)-(12f), and its corresponding sum achiev-
able rate C∗

l ≥ C∗
l′ . Specifically, considering the maximum

speed constraint, when l′ = l + 2 i + 1, i ∈ Z, a solution
whose achievable rate is no less than C∗

l can be constructed by
reversing the sequence of that within the lth ISAC frame, i.e.,
X l′ [n] = X l[NL−n + 1], n ∈ {1, · · · , NL}. Similarly, when
l′ = l+2 i, i ∈ Z, we can readily prove that the solution of lth
is also feasible for the l′th ISAC frame, i.e., X l′ [n] = X l[n].
By combing the above results, there always exists an optimal
solution to problem (P3) satisfying the condition in (45). This
thus completes the proof.

Remark 2: According to Lemma 3, there always exists an
optimal solution to problem (P3) in the lth ISAC frame, which
is exactly equal or opposite in sequence to that of the l′th ISAC
frame. Specifically, for any two time slot n1 and n2 belong to
two adjacent ISAC frames, the optimal solution at time slot
n1 and that at time slot n2 are equal when n1+n2 = lNL+1,
i.e., n1 and n2 are symmetrical with respect to the time
instant lTL/2, where l is an even number. Hence, Lemma 4
implies that although the UAV trajectories within different
ISAC frames are coupled with each other due to the maximum
speed constraint, problem (P3) can be solved by only obtaining
the solution in the first ISAC frame, while the solutions of
other ISAC frames can be obtained based on (45). In particular,
the solution of the first ISAC frame for problem (P3) can be
efficiently solved by Algorithm 1 due to the similar constraints
and objective function.

Proposition 2: The maximum achievable rate in (P3)
increases monotonically as TL increases.

Proof: Based on Lemma 3, there always exists an optimal
solution, whose achievable rate in each ISAC frame is equal,
denoted by C∗

l . For any given TL, assume that at the optimal
solution to problem (P3), the optimal beamforming, user asso-
ciation, sensing time slots, and UAV trajectory of the lth ISAC
frame are denoted by w∗

c,l, A∗
l , C∗

l , and Q∗
l , respectively.

Without loss of generality, the maximum achievable rate in
the lth frame is denoted by Rmax, its corresponding time slot
and UAV location are denoted by nmax and q∗[nmax]. Based
on the above discussion, for N ′

L > NL, there always exists a
solution, in which the UAV trajectory in the lth ISAC frame
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can be given by

Q′
l = {q∗

l [1], · · · , q∗
l [n

max − 1], q∗
l [n

max], · · · , q∗
l [n

max]︸ ︷︷ ︸
N ′

L−NL+1

,

q∗
l [n

max + 1], · · · , q∗
l [NL]}, (46)

and its corresponding beamforming, user association, and
sensing time selection is set as the same with that of solution
{{w∗

c,l, w
∗
r,l}, A∗

l , C
∗
l } based on the UAV location. Let Δl =

N
NL

− N
N ′

L
∈ Z. Then, the achievable rate based on the UAV

trajectory in (46) can be given by

(L − Δl) (C∗
l + (N ′

L − NL)Rmax)
= (L − Δl)C∗

l + ΔlNLRmax ≥ LC∗
l . (47)

Hence, the achievable rate with frame length N ′
L is no less

than that with frame length NL, thus completing the proof.
In Proposition 2, we reveal a useful and fundamental

trade-off between sensing frequency and communication rate.
Note that the above interesting results not only help solve
problem (P3) more efficiently but also provide a novel idea to
construct a high-quality solution to problem (P1), as elaborated
below.

B. Low-Complexity Algorithm for Solving (P1)

The large mission period T may entail a large number
of trajectory points in practice, thus resulting in prohibitive
computational complexity for the UAV trajectory design.
To handle this problem, a low-complexity method to (P1)
is presented based on our derived structural characteristics
among ISAC frames (c.f. Lemma 3). To facilitate the analysis,
we introduce problem (P3.1) as the achievable rate maxi-
mization problem in the case without the initial and final
location constraints, which can be expressed similarly as (P2)
by removing constraint (12f).

If the optimal achievable rate of problem (P3.1) is denoted
by R∗, it is not difficult to find that the optimal achievable rate
of problem (P1) equals to R∗ when T → ∞. The optimized
UAV trajectory of problem (P3.1) obtained via Algorithm 1
is denoted by Q′ = {q′[1], · · · , q′[NL]}. Then, a high-quality
and low-complexity UAV trajectory of (P1) can be obtained by
composing three sub-trajectories: The UAV first flies straightly
at its maximum speed from the initial location qI towards
q∗[1] or q∗[NL] (closer one); then flies back and forth along
the trajectory Q′; finally flies straightly at its maximum speed
to final location qF . Furthermore, the corresponding optimized
sensing time selection and user association for this constructed
UAV trajectory can be solved by Algorithm 1 in a similar
way. The complexity of this constructed solution is mainly
determined by the step of obtaining the solution Q′, which
is about L3.5−1

L3.5 100% percent reduced as compared to that
of solving (P1) via Algorithm 1 directly. In particular, this
low-complexity algorithm is preferred when the number of
frames L is relatively large.

V. NUMERICAL RESULTS

In this section, numerical results are provided for charac-
terizing the performance of the proposed periodic sensing and

communication design and for gaining insights into the design
and implementation of UAV-based ISAC systems. In the simu-
lation, we consider an area of 1 km × 1 km with K = 4 users
and J = 4 targets in the interested sensing area. Unless
otherwise stated, the system parameters are set as follow. The
number of antennas at the UAV M = 16 (Mx = My = 4),
and the beam pattern gain threshold Γth = 6e−5. The UAV’s
maximum horizontal flight speed is set as Vmax = 30 m/s with
the flight altitude H = 40 m. In addition, the channel power
gain at the reference distance d0 = 1 m and the noise power
at each user are set as β0 = −30 dB and σ2 = −100 dB,
respectively, and the maximum transmit power is Pmax = 0.1
W. The flight period, ISAC frame length, and time slot length
are denoted by T = 80 s, TL = 20 s, and δt = 0.25 s,
respectively. The minimum achievable rate requirement is set
as Rth

k = 0.25 bps/Hz.
We compare our proposed mechanism to two benchmarks:
• Straight flight (SF): The UAV flies from the initial

location qI to the final location qF along the straight line
at the constant speed of |qF −qI |

T .
• Fly-Hover-Fly (FHF): The UAV flies straightly at its

maximum speed from the initial location to the optimized
location obtained via solving the following problem:

max
wc,q,A,C

∑K

k=1
Rk

s.t. (12a) − (12d). (48)

After hovering at this optimized location, the UAV flies
straightly at its maximum speed to the final location.

Except for the UAV trajectory, the corresponding beamform-
ing, user association, and sensing time slots during the flight
period of these two benchmarks are obtained by Algorithm 1
without updating the UAV trajectory.

A. Comparison Versus Sensing Power Requirement

In Figs. 3 and 4, the UAV trajectories and the maximum
achievable rate are illustrated respectively under differ-
ent beam pattern gain thresholds Γth for our proposed
penalty-based algorithm (Solving problem (P1)) and bench-
mark schemes. Specifically, it can be observed from Fig. 3
that as the beam pattern gain threshold Γth increases, the
UAV’s trajectory shrinks gradually from a relatively larger arc
toward users to several smaller arcs between the targets and
the users; the closest distance from the UAV to the users also
increases since the UAV needs to perform sensing tasks at a
location closer to the targets. In particular, when Γth = 0,
i.e., no beam pattern gain constraint is considered as in [34],
the UAV sequentially visits and stays above each of the users
by maximally exploiting its mobility; while when Γth = 12×
10−5, the UAV flies within a smaller region close to the targets
due to the higher sensing power requirement. Notice that in
this setup, the closer the UAV flies to the targets, the farther
it is away from the communication users inevitably. As a
result, satisfying the beam pattern gain requirements of the
targets will consume more transmit power and thus becomes
the bottleneck for improving the maximum achievable rate
of the system. Such a situation will become worse when the
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Fig. 3. UAV trajectories comparisons among the proposed penalty-based algorithm and benchmarks under different Γth (T = 40 s and TL = 20 s).

Fig. 4. Achievable rate versus beam pattern gain threshold.

beam pattern gain and/or the distance between the users and
the targets becomes larger.

The effect of the beam pattern gain constraints on the
maximum achievable rate is shown in Fig. 4. It is observed
from Fig. 4 that the achievable rate gradually decreases as the
beam pattern gain threshold Γth increases. Also, the achievable
rate gain achieved by our proposed scheme over the “SF”
scheme increases as the sensing power requirement decreases,
since the UAV’s trajectory can be optimized in a larger

feasible region for communication performance improvement.
When the beam pattern gain threshold Γth is larger than
4 × 10−5, the “SF” scheme will become infeasible under the
high-frequency sensing requirement, since the QoS constraints
of users and the beam pattern gain constraints of targets cannot
be satisfied without optimizing UAV trajectory. Moreover, the
achievable rate of our proposed scheme achieves significant
improvement as compared to the “FHF” scheme under lower
sensing frequency, since the low-frequency sensing scenario
shares more communication-only time slots in each ISAC
frame for improving communication performance.

B. Comparison Versus Sensing Frequency

In Figs. 5 and 6, we show the UAV trajectories and the
maximum achievable rate under different sensing frequency
(defined as 1/TL) for our proposed penalty-based algorithm
and benchmark schemes. Specifically, it can be observed from
Fig. 5 that as the sensing frequency increases, the UAV’s
trajectory shares more turn-backs between the targets and the
users since there exist more ISAC frames within a given flight
period T = 40 s. In particular, when T = TL, i.e., there is
only one sensing time for each target, the UAV can almost
fly above each of the users to achieve better air-to-ground
channels between the UAV and each user; when T = 8TL,
the UAV trajectory consists of multiple almost overlapping
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Fig. 5. UAV trajectories comparisons among the proposed penalty-based algorithm and benchmarks under different sensing frequency (defined as 1/TL).

Fig. 6. Achievable rate versus sensing frequency requirement.

trajectory segments between the targets and one certain user.
Generally speaking, as the sensing frequency increases, the
UAV trajectory tends to be more restricted to avoid getting
too far away from any of the targets.

Fig. 6 shows the performance comparison among sensing
power requirement, sensing frequency, and achievable rate.
Specifically, as the sensing frequency increases, the achiev-
able rate of all the considered mechanisms decreases, which
validates the analysis in Proposition 2. Also, the achievable

rate of our proposed algorithm under a higher beam pattern
gain threshold Γth degrades faster as compared to that under
a lower threshold. The main reason is that a higher beam
pattern gain threshold forces the UAV to perform sensing
tasks at a location closer to the target, thereby resulting in
increasing path loss within the communication-only duration.
Furthermore, it is observed from Fig. 6 that the achievable rate
gain achieved by our proposed scheme over the “FHF” and
“SF” schemes increases as the sensing frequency decreases,
as the UAV has more non-sensing time to adjust its trajectory
for communication performance improvement.

C. User-Target Association and Beam Pattern
Next, the user association and target selection at the sensing

time slots are shown in Fig. 7, where T = TL = 40 s, and
Γth = 10−3. The UAV’s flight speed is illustrated in Fig. 7(a),
where the user association and target selection are represented
by blue and green dashed lines, respectively. Besides, it can
be seen from Fig. 7(a) that the UAV tends to provide the
communication service for the user which is closer to the
associated target. The beam pattern gains in space at two
selected sensing time slots are shown in Figs. 7(b) and 7(c),
where the beams are mainly concentrated in the direction
of the selected target’s location and the associated user’s
position.
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Fig. 7. UAV trajectory and its corresponding beam pattern gain at sensing time slots.

Fig. 8. Comparisons for proposed penalty-based algorithm and low-complexity algorithm.

D. Lower Bound’s Gap and Low Complexity Method

Moreover, since problem (P2) is one approximation of
problem (P1), we substitute the optimized solution obtained
by Algorithm 1 back into the objective function of problem
(P1) to obtain the actual achievable user rate, as shown in
Fig. 8(a) for comparison. Specifically, the difference of average
achievable rate during sensing time between original objective
value RISAC

k,j and approximate objective value RISAC
k,j will

decrease as the number of antennas increases, where Mx =
My. In particular, the average achievable rate of the original
objective value is almost approximated to the objective value
(less than 1%) when the number of antennas M is larger than
16, which justifies the accuracy of our derived lower bound in
Lemma 2.

Moreover, we show the communication performance
difference between the proposed penalty-based algorithm
(refers to Algorithm 1) and the proposed low-complexity
algorithm (the proposed algorithm in Section IV-B) under
different flight periods T in Fig. 8(b). The low-complexity
algorithm can achieve a higher gain over the two benchmarks
as the flight period increases. Interestingly, the achievable
rate gain achieved by the penalty-based algorithm over the
low-complexity algorithm will decrease as the flight period
increases. In particular, for the proposed low-complexity algo-
rithm, there is only no more than 5% performance loss as
compared to the proposed penalty-based algorithm when the

flight period is larger than 200 s. This is due to the derived
structural characteristics of the optimal solutions among dif-
ferent ISAC frames. Specifically, for large flight periods, the
flight time from the initial location or that to the final location
accounts for a smaller proportion of the entire flight period T ,
and the corresponding communication rate is approximate to
that without the location constraints.

E. Pathloss Factor For Sensing

The effect of different pathloss factors for sensing power,
i.e., the exponent of the distance in (12a), is further evaluated
in Fig. 9. Fig. 9(a) shows that under the pathloss with the
fourth power of the distance, the UAV trajectory shares several
turn-backs between the targets and the users under T = 2TL

and Γth = 8 × 10−9, which is similar to that in Fig. 3(c) but
with a much lower beam pattern gain threshold. It can be seen
that the pathloss factor mainly affects the distance between the
UAV and the target when performing sensing tasks, and has
little effect on the overall trajectory trend. Fig. 9(b) shows
that under high sensing frequency, the achievable rate also
decreases in a similar trend with that in Fig. 4 as the beam
pattern gain constraints increases; even under low sensing
frequency, the achievable rate decreases faster since the UAV
needs to perform sensing tasks at a location closer to the
targets under the path loss related to the fourth power of
distance.
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Fig. 9. The UAV trajectory and the achievable rate comparison under the pathloss factor with power of 4.

VI. CONCLUSION AND FUTURE WORKS

In this paper, we investigated a new type of UAV-enabled
periodic ISAC system. Specifically, the beamforming, user
association, sensing time selection, and UAV trajectory were
jointly optimized to maximize the sum achievable rate. The
closed-form optimal beamforming vector was derived to sig-
nificantly reduce the complexity of beamforming design, and a
lower bound of the achievable rate was presented to facilitate
UAV trajectory design. By ignoring the initial and final loca-
tion constraints, a novel symmetric structure of the optimal
solutions among adjacent frames was identified to reveal a
fundamental trade-off between sensing frequency and com-
munication capacity. Based on this, a low-complexity method
was presented based on our derived structural characteristics.
The numerical results validated the efficiency of our design
over the benchmark schemes and also confirmed the benefits
of the periodic ISAC framework. The more general cases
considering the effects caused by imperfectly compensated
Doppler for multi-UAV ISAC scenarios are worthwhile future
works. In addition, the sensing-assisted communication prob-
lems considering the sensing gain and clutter interference will
be further investigated in our future work.

APPENDIX A
PROOF OF PROPOSITION 1

For MPmax cos2 ϕk,j

d(q[n],vj)2
≥ Γth, We can readily derive

that the beam pattern gain at target will be no less
than the threshold Γth if the optimal beamforming vec-
tor is

√
Pmax

hc,k

‖hc,k‖ . In the following, we prove that for
MPmax cos2 ϕk,j

d(q[n],vj)2
< Γth, the optimal beamforming vector equals

to 1
λ1

(
√

βc,khc,k + λ2

√
Γthhr,je

jϕk,j).

First, it can be easily shown that constraint (13b) is met

with equality for the optimal solution since otherwise ‖wc‖
can be always increased to improve the objective value until
(13b) becomes active. Hence, constraint (13b) can be rewritten
as ‖wc‖2 = Pmax. Hence, the corresponding Lagrangian
function of (13) is given by

L(wc, λ1, λ2) = −wH
c hc,khH

c,kwc + λ1(‖wc‖2 − Pmax)

+ λ2

(
Γth − wH

c hr,jh
H
r,jwc

)
. (49)

We can construct the Karush-Kuhn-Tucker (KKT) conditions
for the optimal solution at a feasible point as follows:

∇L(wc, λ1, λ2) = −hc,khH
c,kwc + λ1wc

−λ2hr,jh
H
r,jwc = 0, (50)

λ2

(
Γth − wH

c hr,jh
H
r,jwc

)
= 0. (51)

From (50), it can be shown that

hc,khH
c,kwc+λ2hr,jh

H
r,jwc = λ1wc. (52)

Multiplying both sides of equation (52) with wc leads to

wH
c hc,khH

c,kwc+λ2w
H
c hr,jh

H
r,jwc = λ1w

H
c wc = λ1Pmax.

(53)

Let hH
c,kwc =

√
βc,kejϕc,k , hH

r,jwc =
√

βr,je
jϕr,j , it follows

that

βc,k + λ2βr,j = λ1Pmax. (54)

Define H = [hc,k, hr,j ], by multiplying both sides of

equation (52) with
(
HHH

)−1

HH , equation (52) becomes[ √
βc,kejϕc,k

λ2

√
βr,je

jϕr,j

]
= λ1

(
HHH

)−1

HHwc

=
λ1

Vk,j

[
|hr,j |2 −hH

c,khr,j

−(hH
c,khr,j)

H |hH
c,k|

2

][√
βc,kejϕc,k√
βr,je

jϕr,j

]
.

(55)

In (55), Vk,j =
∥∥∥hH

c,k

∥∥∥2

‖hr,j‖2 −
∣∣∣hH

c,khr,j

∣∣∣2 	= 0, otherwise

MRT is the optimal beamforming. If λ2 = 0, it follows that√
βr,j = ‖hH

c,khr,j‖
‖hH

c,k‖2

√
βc,k according to (55). By plugging this

condition into (54), βc,k = Pmax‖hc,k‖, which holds if and
only if w∗ =

√
Pmax

hc,k

‖hc,k‖ . When λ2 	= 0, the KKT condition

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on January 07,2023 at 15:56:46 UTC from IEEE Xplore.  Restrictions apply. 



MENG et al.: THROUGHPUT MAXIMIZATION FOR UAV-ENABLED INTEGRATED PERIODIC SENSING AND COMMUNICATION 685

| cosϕk,j | =
1
M

∣∣∣∣∑Mx

mx=1
ejπmx(Φ(q[n],vj)−Φ(q[n],uk))

∑My

my=1
ejπmy(Ω(q[n],vj)−Ω(q[n],uk))

∣∣∣∣
=

1
M

∣∣∣∣ejπMΔΩ/2−jπΔΩ/2

(
e−jπMΔΩ/2 − ejπMΔΩ/2

e−jπΔΩ/2 − ejπΔΩ/2

)∑Mx

mx=1
ejπmx(Φ(q[n],vj)−Φ(q[n],uk))

∣∣∣∣
=
∣∣∣∣ sinMxΔΦπ/2
Mxsin ΔΦπ/2

∣∣∣∣
∣∣∣∣sin MyΔΩπ/2
Mysin ΔΩπ/2

∣∣∣∣. (61)

in (51) can be written as wH
c hr,jh

H
r,jwc = βr,j = Γth. Since

λ1 and λ2 are real-valued, equation (55) can be rewritten as[ √
βc,k

λ2

√
Γth

]
=

λ1

Vk,j

[
‖hr,j‖2√βc,k − |hH

c,khr,j |
√

Γth

‖hH
c,k‖

2√
Γth − |hH

c,khr,j |
√

βc,k

]
(56)

and[ √
βc,k

λ2

√
Γth

]
=

λ1

Vk,j

[
‖hr,j‖2√βc,k + |hH

c,khr,j |
√

Γth

‖hH
c,k‖

2√
Γth + |hH

c,khr,j|
√

βc,k

]
,

(57)

when ϕr,j −ϕc,k = −ϕk,j + 2nπ and ϕr,j −ϕc,k = −ϕk,j +
(2n + 1)π, n ∈ Z, respectively. By plugging (56) or (57)
into (54), then βc,k can be expressed as

β+
c,k=

∥∥∥hH
c,k

∥∥∥2

‖hr,j‖2

(√
Γth cosϕk,j+Pj sin ϕk,j

)2

(58)

or

β−
c,k=

∥∥∥hH
c,k

∥∥∥2

‖hr,j‖2

(√
Γth cosϕk,j−Pj sin ϕk,j

)2

, (59)

where Pj =
√

Pmax‖hr,j‖2 − Γth and ϕk,j =

arccos
|hH

c,khr,j |
‖hH

c,k‖‖hr,j‖ . Since β+
c,k > β−

c,k, the optimal solution

to problem in (13) can be obtained when βc,k = β+
c,k. Then,

by plugging (58) into (56), we have λ∗
1 =

Υ‖hH
c,k‖2

sin ϕk,j√
Pmax‖hr,j‖2−Γth

and λ∗
2 =

Υ‖hH
c,k‖2√

Γth−Υ2‖hH
c,k‖‖hr,j‖ cos ϕk,j

‖hr,j‖2
√

Pmax‖hr,j‖2Γth−(Γth)2 sin ϕk,j

, where

Υ =
√

Γth cosϕk,j +
√

Pmax‖hr,j‖2 − Γth sinϕk,j . Hence,
the optimal beamforming can be expressed as

w∗
c =

1
λ∗

1

(√
β+

c,khc,k + λ∗
2

√
Γthhr,je

−jϕk,j

)
. (60)

By combining the above results above, Proposition 1 is finally
proved.

APPENDIX B
PROOF OF LEMMA 1

Let ΔΩ = Ω(q[n], vj) − Ω(q[n], uk) and ΔΦ =
Φ(q[n], vj) − Φ(q[n], uk). When ΔΩ = 0 and ΔΦ = 0,
i.e., uk = vj , then γ∗

0 = γ0
MPmax

d(q[n],uk)2 . When ΔΩ 	= 0, and
ΔΦ 	= 0, | cosϕk,j | can be recast as shown in (61), shown
at the top of the page. When Mx → ∞ or My → ∞,∣∣∣ sin MxΔΦπ/2
Mx sin ΔΦπ/2

∣∣∣ ∣∣∣ sin MyΔΩπ/2
My sin ΔΩπ/2

∣∣∣ = 0, as i.e., cosϕk,j = 0.

When ΔΩ = 0 or ΔΦ = 0, cosϕk,j can be transformed

into
∣∣∣ sin MxΔΦπ/2
Mx sin ΔΦπ/2

∣∣∣ or
∣∣∣ sin MyΔΩπ/2
My sin ΔΩπ/2

∣∣∣, respectively. Then,

cosϕk,j = 0 when Mx → ∞ and My → ∞. In this case,

γ∗
k = γ0

MPmax−Γthd(q[n],vj)
2

d(q[n],uk)2 . Thus, (16) holds.

Accordingly, we can readily prove that the optimal horizon-
tal coordinate should be within the line formed by uk and vj ,
Then, the horizontal distance from UAV to user k is denoted
by x, and x 	= 0 if uk 	= vj . By taking the derivative of x to
γ∗

k , the following condition holds:

x2 +
(

MPmax

Γthd(uk, vj)
− d(uk, vj)

)
x − H2 = 0. (62)

Then, the optimal UAV location can be obtained by solving the
equation in (62), i.e., x =

√
Z2+4H2−Z

2 , where Z = MPmax
ΓthDk,j

−
Dk,j . As x

Dk,j
= d(q[n],uk)

d(uk,vj)
, then the UAV location with

maximum achievable rate q∗
k,j = uk +

√
Z2+4H2−Z

2Dk,j
(vj −uk),

and thus complete the proof.
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