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#### Abstract

Intelligent reflecting surface (IRS) has been considered as a revolutionary technology to enhance the wireless communication performance. To cater for multiple mobile users, adjusting IRS beamforming patterns over time, i.e., dynamic IRS beamforming (DIBF), is generally needed for achieving satisfactory performance, which results in high controlling power consumption and overhead. To avoid such cost, we propose a new architecture based on the static regulated IRS for wireless coverage enhancement, where the principle of distributed multiple-input multiple-output (D-MIMO) is integrated into the system to exploite the diversity of spatial directions provided by multiple access points (APs). For this new D-MIMO empowered static IRS architecture, the total target area is partitioned into several subareas and each subarea is served by an assigned AP. We consider to maximize the worst-case received power over all locations in the target area by jointly optimizing a single set of IRS beamforming pattern and AP-subarea association. Then, a two-step algorithm is proposed to obtain its high-quality solution. Theoretical analysis unveils that the fundamental squared power gain can still be achieved over all locations in the target area. The performance gap relative to the DIBF scheme is also analytically quantified. Numerical results validate our theoretical findings and demonstrate the effectiveness of our proposed design over benchmark schemes.
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## I. Introduction

INTELLIGENT reflecting surface (IRS) has been envisioned as a promising technology to boost the spectrum efficiency and to enhance the coverage range for sixth-generation (6G) wireless networks [1], [2], [3]. Through altering the phase and/or amplitude of the impinging radio wave, IRSs are able to

[^0]dynamically control the wireless channels for various objectives, such as signal enhancement, interference suppression, and blindness compensation [4].
From the perspective of enhancing signal-to-noise ratio (SNR) of the wireless communication link, passive beamforming designs for users with fixed and known locations were investigated in [5], [6], [7], [8]. In particular, the analytical result in the seminal work [5] demonstrated that the fundamental squared power gain of the IRS can be reaped even with the discrete phase shifts. In addition to providing high SNR, IRSs can also be deployed flexibly to create a virtual communication link between the access point (AP) and users in blind spots, thus ensuring the basic communication requirements of users located in the signal blind zone. The adoption of IRSs for coverage enhancement has been studied in previous works [9], [10], [11], where the coverage range and system capacity were significantly improved.
However, all the above contributions rely on channel state information (CSI) of IRS involved links and dynamic configuration for IRS reflection phase-shifts, which incur significant signalling overhead. In the scenario where users change their positions frequently, the overhead of channel acquisition and dynamic configuring IRS phase-shifts may be unaffordable to cater for mobile users in real time. Moreover, exploiting the dynamic regulated IRS also leads to higher controlling power consumption compared to the static regulated IRS, which is more appealing for rapid deployment due to its advantage of simple control. Regarding the static regulated IRS, the works [12], [13] investigated the static IRS beamforming design, where a single set of fixed IRS phase-shifts is designed to balance the passive beamforming gain in a target area. However, it has been demonstrated in [8] that employing static IRS beamforming suffers substantial performance-loss compared to the dynamic IRS beamforming (DIBF) scheme. Thus, one practical issue arises naturally: How to achieve high passive beamforming gain with a single set of fixed IRS reflection phase-shifts?
To address the above issue, we propose a new architecture to unlock the DIBF gain for the static regulated IRS, where the concept of distributed multiple-input multiple-output (D-MIMO) is smartly integrated into the considered scenario. For the proposed architecture, namely D-MIMO empowered static IRS, an IRS is deployed near a cluster of distributed APs to extend the signal coverage from APs to a given target area, as shown in Fig. 1. The target area is partitioned into several subareas and each subarea is served by an assigned AP in order to exploit the diversity of spatial directions provided by different APs. We aim to maximize the worst-case average received power over all locations in the target area by jointly optimizing IRS beamforming and AP-subarea association. The formulated optimization problem is challenging to be solved since the IRS beamforming pattern is highly coupled with the AP-subarea association. Nevertheless, we propose an efficient two-step solution by decoupling the AP-subarea association optimization and IRS beamforming. Note that the proposed


Fig. 1. D-MIMO empowered static IRS for coverage enhancement.
solution only relies on the location information and thus can be implemented off-line, which means that real-time CSI acquisition and dynamic control for IRS beamforming are not needed. Then, we unveil that the fundamental squared power gain can still be achieved with only static IRS beamforming provided that the number of APs is sufficient. The performance gap relative to the DIBF scheme is also analytically quantified. Finally, we present simulation results to show the practical advantages of the proposed architecture.

## II. System Model and Problem Formulation

As shown in Fig. 1, we introduce the D-MIMO empowered static IRS architecture, where a cluster of distributed APs communicate with multiple single-antenna users with the aid of an $N$-element IRS. The number of the APs is denoted by $J$ and each AP is equipped with $M$ antennas. The users are uniformly distributed in a target area, denoted by $\mathcal{A}$. Due to the densely distributed obstacles, we assume that AP-users direct links are blocked [11], [12], [13]. As a remedy, an IRS is deployed on the ceiling to establish virtual LoS links from the APs to the users. For convenience, we denote the sets of APs and reflecting elements of the IRS as $\mathcal{J} \triangleq\{1, \ldots, J\}$ and $\mathcal{N} \triangleq\{1, \ldots, N\}$, respectively. Note that in practice, it is difficult for the IRS to arbitrarily adjust its beamforming pattern to align served users due to the high controlling overhead/power consumption. To this end, we consider the static regulated IRS and thus use one set of fixed IRS beamforming pattern, denoted by $\boldsymbol{\Theta}=\operatorname{diag}\left(e^{i \theta_{1}}, \ldots, e^{i \theta_{N}}\right)$, where $\theta_{n} \in(0,2 \pi]$ denotes the phase-shift of the $n$-th element of the IRS, $n \in \mathcal{N}$. To improve the received signal power in the target area, we propose the AP selection protocol for the D-MIMO empowered static IRS architecture, described as follows.

The target area $\mathcal{A}$ is further partitioned into $K$ disjoint subareas, denoted by $\mathcal{A}_{k}, k \in \mathcal{K} \triangleq\{1, \ldots, K\}$, which satisfy $\bigcup_{k \in \mathcal{K}} \mathcal{A}_{k}=\mathcal{A}$ and $\mathcal{A}_{p} \bigcap \mathcal{A}_{q}=\emptyset, \forall p \neq q, p, q \in \mathcal{K}$. Each sub-area $\mathcal{A}_{k}$ can be associated with one AP $j, j \in \mathcal{J}$ and users in sub-area $\mathcal{A}_{k}$ will receive its desired signal from AP $j$. Thus, we introduce the set of binary variables $\left\{\lambda_{k, j}\right\}, k \in$ $\mathcal{K}, j \in \mathcal{J}$, which indicates that sub-area $\mathcal{A}_{k}$ is associated with $\mathrm{AP} j$ if $\lambda_{k, j}=1$; otherwise, $\lambda_{k, j}=0$. To simplify the practical implementation, we assume that the user in each sub-area can only be associated with at most one AP in $\mathcal{J}$. Thus, we have $\sum_{j=1}^{J} \lambda_{k, j} \leq 1$. Specifically, the users in the target area $\mathcal{A}$ are scheduled following the round robin scheme and the scheduled user in a specific time slot is referred to as the typical user. When the typical user is in sub-area $\mathcal{A}_{k}$, AP $j$ in $\mathcal{J}$ which satisfies $\lambda_{k, j}=1$ would be activated to serve the typical user. The remaining APs in $\mathcal{J} /\{j\}$ are available to serve users outside the target area by adjusting their beam directions, which may not generate strong interference to the typical user. Note that the controlling overhead for determining $\left\{\lambda_{k, j}\right\}$ scales linearly with respect to $J$, whereas the associated
overhead for implementing the DIBF scheme is proportional to $N$. Since $J \ll N$, the controlling overhead is significantly reduced.

The base-band channels from AP $j$ to the IRS and from the IRS to the typical user in sub-area $\mathcal{A}_{k}$ are denoted by $\mathbf{G}_{j} \in \mathbb{C}^{N \times M}$ and $\mathbf{h}_{k}\left(\mathbf{u}_{k}\right) \in \mathbb{C}^{N \times 1}$, where $\mathbf{u}_{k} \in \mathcal{A}_{k}$ denotes the position of the typical user in sub-area $\mathcal{A}_{k}$. Without loss of generality, we employ the Rician fading model to characterize the AP $j$-IRS and IRS- $\mathbf{u}_{k}$ links as

$$
\begin{align*}
\mathbf{h}_{k}\left(\mathbf{u}_{k}\right) & =\rho_{2, k}\left(\mathbf{u}_{k}\right)\left(\sqrt{\frac{\varepsilon}{\varepsilon+\varepsilon}} \overline{\mathbf{h}}_{k}\left(\mathbf{u}_{k}\right)+\sqrt{\frac{1}{\varepsilon+1}} \tilde{\mathbf{h}}_{k}\left(\mathbf{u}_{k}\right)\right),  \tag{1}\\
\mathbf{G}_{j} & =\rho_{1, j}\left(\sqrt{\frac{\delta}{\delta+1}} \overline{\mathbf{G}}_{j}+\sqrt{\frac{1}{\delta+1}} \tilde{\mathbf{G}}_{j}\right) \tag{2}
\end{align*}
$$

where $\rho_{2, k}^{2}\left(\mathbf{u}_{k}\right)$ and $\rho_{1, j}^{2}$ are distance-based large-scale pathloss, $\varepsilon$ and $\delta$ are Rician factors. $\overline{\mathbf{h}}_{k}\left(\mathbf{u}_{k}\right)$ and $\overline{\mathbf{G}}_{j}$ are deterministic LoS channel components. By contrast, $\tilde{\mathbf{h}}_{k}\left(\mathbf{u}_{k}\right)$ and $\tilde{\mathbf{G}}_{j}$ are non-LoS (NLoS) channel components, whose elements are independent and identical distribution random variables following $\mathcal{C N}(0,1)$. For ease of exposition, we assume that both the APs and the IRS adopt uniform linear arrays. Then, $\overline{\mathbf{G}}_{j}$ and $\overline{\mathbf{h}}_{k}\left(\mathbf{u}_{k}\right)$ can be respectively expressed as $\overline{\mathbf{G}}_{j}=\mathbf{a}_{N}\left(\phi_{r, j}^{z}, \eta_{r, j}^{a}\right) \mathbf{a}_{M}^{H}\left(\phi_{t, j}^{z}, \eta_{t, j}^{a}\right), j \in \mathcal{J}$, and $\overline{\mathbf{h}}_{k}\left(\mathbf{u}_{k}\right)=\mathbf{a}_{N}\left(\phi_{t, k}^{z}\left(\mathbf{u}_{k}\right), \eta_{t, k}^{a}\left(\mathbf{u}_{k}\right)\right), \mathbf{u}_{k} \in \mathcal{A}_{k}, k \in \mathcal{K}$, with $\mathbf{a}_{N}(\phi, \eta)=\left[1, \ldots, e^{-i 2 \pi(N-1) \frac{d}{\lambda} \sin \phi \cos \eta}\right]$, where $d$ is the elements/antennas spacing, $\lambda$ represents wavelength, $\phi_{t, j}^{z}, \eta_{t, j}^{a}$ $\left(\phi_{t, k}^{z}\left(\mathbf{u}_{k}\right), \eta_{t, k}^{a}\left(\mathbf{u}_{k}\right)\right)$ are respectively the zenith and azimuth angles of departure (AoD) from AP $j$ to the IRS (from the IRS to the user located at $\left.\mathbf{u}_{k}\right) . \phi_{r, j}^{z}, \eta_{r, j}^{a}$ are respectively the zenith and azimuth angles of arrival (AoA) from AP $j$ to the IRS.

The transmit beamforming vector of $\mathrm{AP} j$ is denoted by $\mathbf{w}_{j}$. Then, the received signal power of the typical user located at $\mathbf{u}_{k}$ can be expressed as

$$
\begin{equation*}
p_{r}\left(\mathbf{u}_{k}, \mathcal{A}_{k}, \lambda_{k, j}\right)=\sum_{j=1}^{J} \lambda_{k, j}\left|\mathbf{h}_{k}^{H}\left(\mathbf{u}_{k}\right) \boldsymbol{\Theta} \mathbf{G}_{j} \mathbf{w}_{j}\right|^{2} \tag{3}
\end{equation*}
$$

Our objective is to maximize the worst-case/minimum average received power within the target area $\mathcal{A}$, by jointly optimizing the static IRS beamforming pattern $\Theta$, subareaAP association $\left\{\lambda_{k, j}\right\}$, and the transmit beamforming at the AP $\mathbf{w}_{j}$. The maximum transmit power of APs is denoted by $P_{\max }$ and the optimization problem is formulated as

$$
\begin{align*}
\max _{\boldsymbol{\Theta},\left\{\lambda_{k, j}\right\}} & \min _{k \in \mathcal{K}, \mathbf{u}_{k} \in \mathcal{A}_{k}} \mathrm{E}\left[\max _{\left\{\mathbf{w}_{j}\right\}} p_{r}\left(\mathbf{u}_{k}, \mathcal{A}_{k}, \lambda_{k, j}\right)\right]  \tag{4a}\\
\text { s.t. } & \sum_{j=1}^{J} \lambda_{k, j} \leq 1, \forall k,  \tag{4b}\\
& \lambda_{k, j} \in\{0,1\}, \forall k, j  \tag{4c}\\
& \left\|\mathbf{w}_{j}\right\|^{2} \leq P_{\max }, \forall j,  \tag{4d}\\
& \left|[\boldsymbol{\Theta}]_{n, n}\right|=1, \forall n . \tag{4e}
\end{align*}
$$

For problem (4), the active beamforming vector $\mathbf{w}_{j}$ in the inner maximization is optimized based on the instantaneous CSI while $\Theta$ and $\left\{\lambda_{k, j}\right\}$ are optimized based on the location information. Notice that solving problem (4) is very challenging in general due to the lack of a closed-form expression of the objective function and the coupling of the optimization variables.

## III. Proposed Solution and Performance Analysis

In this section, we first propose an efficient algorithm. Then, we further theoretically characterize the worst-case received power in terms of system parameters, which is useful for quantifying the performance-loss between our proposed architecture and the DIBF scheme.

## A. Proposed Solution to Problem (4)

To solve problem (4), we first consider the optimization of $\left\{\mathbf{w}_{j}\right\}$. Under any given $\left\{\lambda_{k, j}\right\}$ and $\boldsymbol{\Theta}$, it can be readily shown that the optimal transmit beamforming vector $\mathbf{w}_{j}$ follows the maximum ratio transmission towards the equivalent channel $\mathbf{h}_{k}^{H}\left(\mathbf{u}_{k}\right) \boldsymbol{\Theta} \mathbf{G}_{j}$ of the typical user, i.e., $\mathbf{w}_{j}^{*}=$ $P_{\max }\left(\mathbf{h}_{k}^{H}\left(\mathbf{u}_{k}\right) \boldsymbol{\Theta} \mathbf{G}_{j}\right)^{H} /\left\|\mathbf{h}_{k}^{H}\left(\mathbf{u}_{k}\right) \boldsymbol{\Theta} \mathbf{G}_{j}\right\|$ for $\lambda_{k, j}=1$. Then, we have the following proposition.

Proposition 1: Problem (4) is equivalent to

$$
\begin{align*}
\max _{\boldsymbol{\Theta},\left\{\lambda_{k, j}\right\}} & \min _{k \in \mathcal{K}, \mathbf{u}_{k} \in \mathcal{A}_{k}} \sum_{j=1}^{J} \lambda_{k, j} \bar{p}_{r}^{k, j}\left(\mathbf{u}_{k}, A_{k}, \lambda_{k, j}\right)  \tag{5a}\\
\text { s.t. } & (4 \mathrm{~b}),(4 \mathrm{c}),(4 \mathrm{e}), \tag{5b}
\end{align*}
$$

where

$$
\begin{align*}
& \bar{p}_{r}^{k, j}\left(\mathbf{u}_{k}, A_{k}, \lambda_{k, j}\right) \\
& \quad=P_{\max } \rho_{1, j}^{2} \rho_{2, k}^{2}\left(\mathbf{u}_{k}\right)\left(\gamma_{1}\left\|\overline{\mathbf{h}}_{k}^{H}\left(\mathbf{u}_{k}\right) \boldsymbol{\Theta} \overline{\mathbf{G}}_{j}\right\|^{2}+\gamma_{2} M N\right), \tag{6}
\end{align*}
$$

with $\gamma_{1}=\varepsilon \delta /((\varepsilon+1)(\delta+1))$ and $\gamma_{2}=1-\gamma_{1}$.
Proof: Plugging the optimal transmit beamforming vector $\mathbf{w}_{j}^{*}=P_{\max }\left(\mathbf{h}_{k}^{H}\left(\mathbf{u}_{k}\right) \boldsymbol{\Theta} \mathbf{G}_{j}\right)^{H} /\left\|\mathbf{h}_{k}^{H}\left(\mathbf{u}_{k}\right) \boldsymbol{\Theta} \mathbf{G}_{j}\right\|$ into the objective function (5a), we have

$$
\begin{align*}
& \min _{k \in \mathcal{K}, \mathbf{u}_{k} \in \mathcal{A}_{k}} \mathrm{E}\left[\max _{\left\{\mathbf{w}_{j}\right\}} p_{r}\left(\mathbf{u}_{k}, \mathcal{A}_{k}, \lambda_{k, j}\right)\right] \\
& =\min _{k \in \mathcal{K}, \mathbf{u}_{k} \in \mathcal{A}_{k}} P_{\max } \sum_{j=1}^{J} \lambda_{k, j} \mathrm{E}\left[\left\|\mathbf{h}_{k}^{H}\left(\mathbf{u}_{k}\right) \boldsymbol{\Theta} \mathbf{G}_{j}\right\|^{2}\right] . \tag{7}
\end{align*}
$$

Then, we focus on deriving $\mathrm{E}\left[\left\|\mathbf{h}_{k}^{H}\left(\mathbf{u}_{k}\right) \boldsymbol{\Theta} \mathbf{G}_{j}\right\|^{2}\right]$ as follows $\mathrm{E}\left[\left\|\mathbf{h}_{k}^{H}\left(\mathbf{u}_{k}\right) \boldsymbol{\Theta} \mathbf{G}_{j}\right\|^{2}\right]$

$$
\begin{align*}
& =\rho_{1, j}^{2} \rho_{2, k}^{2}\left(\mathbf{u}_{k}\right)\left(\gamma_{1}\left\|\overline{\mathbf{h}}_{k}^{H}\left(\mathbf{u}_{k}\right) \boldsymbol{\Theta} \overline{\mathbf{G}}_{j}\right\|^{2}+\sum_{m=1}^{3} \mathrm{E}\left[\left\|\mathbf{z}_{m}\right\|^{2}\right]\right) \\
& =\rho_{1, j}^{2} \rho_{2, k}^{2}\left(\mathbf{u}_{k}\right)\left(\gamma_{1}\left\|\overline{\mathbf{h}}_{k}^{H}\left(\mathbf{u}_{k}\right) \boldsymbol{\Theta} \overline{\mathbf{G}}_{j}\right\|^{2}+\gamma_{2} M N\right) \tag{8}
\end{align*}
$$

where

$$
\begin{align*}
& \mathbf{z}_{1}=\delta \tilde{\mathbf{h}}_{k}^{H}\left(\mathbf{u}_{k}\right) \boldsymbol{\Theta} \overline{\mathbf{G}}_{j} /((\varepsilon+1)(\delta+1)), \\
& \mathbf{z}_{2}=\varepsilon \overline{\mathbf{h}}_{k}^{H}\left(\mathbf{u}_{k}\right) \boldsymbol{\Theta} \tilde{\mathbf{G}}_{j} /((\varepsilon+1)(\delta+1)), \\
& \mathbf{z}_{3}=\tilde{\mathbf{h}}_{k}^{H}\left(\mathbf{u}_{k}\right) \boldsymbol{\Theta} \tilde{\mathbf{G}} /((\varepsilon+1)(\delta+1)) . \tag{9}
\end{align*}
$$

By applying (8) into (7), the proof is completed.
Proposition 1 indicates that the objective function (5a) is independent of the fast-varying instantaneous CSI $\tilde{\mathbf{G}}_{j}$ and $\tilde{\mathbf{h}}_{k}\left(\mathbf{u}_{k}\right)$. Instead, it only relies on the statistical CSI, i.e., AoD and AoA in $\overline{\mathbf{G}}_{j}$, the path-loss coefficients $\rho_{1, j}^{2}, \rho_{2, k}^{2}\left(\mathbf{u}_{k}\right)$, and Rician factors $\delta, \varepsilon$. Note that the corresponding statistical CSI only depends on the locations of the distributed APs, IRS, and the target area, which remains static over the time. As such, the optimization of $\boldsymbol{\Theta}$ and $\left\{\lambda_{k, j}\right\}$ can be implemented offline and the optimized results are not required to be varied according to instantaneous CSI, which effectively eases the
synchronization, control, and channel estimation requirements in practical systems. Problem (5) is still challenging to be solved due to the coupled optimization variables $\left\{\lambda_{k, j}\right\}$ and $\boldsymbol{\Theta}$ in the objective function. By fully exploiting the special structure of problem (5), $\bar{p}_{r}^{k, j}\left(\mathbf{u}_{k}, A_{k}, \lambda_{k, j}\right)$ in its objective function (5a) can be re-expressed as follows

$$
\begin{align*}
& \bar{p}_{r}^{k, j}\left(\mathbf{u}_{k}, A_{k}, \lambda_{k, j}\right) \\
& \quad=P_{\max } \rho_{1, j}^{2} \rho_{2, k}^{2}\left(\mathbf{u}_{k}\right)\left(\gamma_{1}\left|\chi_{k, j}\right|^{2}\left\|\mathbf{a}_{M}^{H}\left(\phi_{t, j}^{z}, \eta_{t, j}^{a}\right)\right\|^{2}+\gamma_{2} M N\right) \\
& \quad=P_{\max } \rho_{1, j}^{2} \rho_{2, k}^{2}\left(\mathbf{u}_{k}\right)\left(\gamma_{1}\left|\chi_{k, j}\right|^{2} M+\gamma_{2} M N\right), \tag{10}
\end{align*}
$$

with $\chi_{k, j}=\mathbf{a}_{N}^{H}\left(\phi_{t, k}^{z}\left(\mathbf{u}_{k}\right), \eta_{t, k}^{a}\left(\mathbf{u}_{k}\right)\right) \boldsymbol{\Theta} \mathbf{a}_{N}\left(\phi_{r, j}^{z}, \eta_{r, j}^{a}\right)$. We define $\left|\chi_{k, j}\right|^{2}$ as the passive beamforming gain of the IRS when $\mathbf{u}_{k} \in \mathcal{A}_{k}$ is associated with AP $j$, i.e., $\lambda_{k, j}=1$. $\left|\chi_{k, j}\right|^{2}$ can be further expressed as

$$
\begin{equation*}
\left|\chi_{k, j}\right|^{2}=\left|\sum_{n=1}^{N} e^{j\left(\theta_{n}+2 \pi(n-1) \bar{d}\left(\Phi_{t, k}\left(\mathbf{u}_{k}\right)-\Omega_{r, j}\right)\right)}\right|^{2} \tag{11}
\end{equation*}
$$

with $\Phi_{t, k}\left(\mathbf{u}_{k}\right)=\sin \phi_{t, k}^{z}\left(\mathbf{u}_{k}\right) \cos \eta_{t, k}^{a}\left(\mathbf{u}_{k}\right), \quad \Omega_{r, j}=$ $\sin \phi_{r, j}^{z} \cos \eta_{r, j}^{a}$, and $\bar{d}=d / \lambda$. By ignoring the constant term, i.e., $\gamma_{2} M N$, in (10), we transform problem (5) in an equivalent form as

$$
\begin{align*}
\max _{\boldsymbol{\Theta},\left\{\lambda_{k, j}\right\}} & \min _{k \in \mathcal{K}, \mathbf{u}_{k} \in \mathcal{A}_{k}} \sum_{j=1}^{J} \lambda_{k, j} \rho_{1, j}^{2} \rho_{2, k}^{2}\left(\mathbf{u}_{k}\right)\left|\chi_{k, j}\right|^{2}  \tag{12a}\\
\text { s.t. } & (4 \mathrm{~b}),(4 \mathrm{c}),(4 \mathrm{e}) \tag{12b}
\end{align*}
$$

In the following, we focus on solving problem (12). To avoid that the achieved passive beamforming gain is overwhelmed by distinct path-loss of different APs-IRS links, we assume that $\rho_{1,1}^{2}=\ldots=\rho_{1, J}^{2}=\rho_{1}^{2}$. In a D-MIMO system, APs have the merits of low-cost and easy-deployment. The condition $\rho_{1,1}^{2}=\ldots=\rho_{1, J}^{2}$ can be satisfied by properly deploying the APs in the network planning stage. By ignoring $\rho_{2, k}^{2}\left(\mathbf{u}_{k}\right)$ in the inner minimization of (12b), we transform problem (12) into an approximate one as

$$
\begin{equation*}
\max _{\Theta,\left\{\lambda_{k, j}\right\}} \min _{k \in \mathcal{K}, \mathbf{u}_{k} \in \mathcal{A}_{k}} \sum_{j=1}^{J} \lambda_{k, j}\left|\chi_{k, j}\right|^{2} \tag{13a}
\end{equation*}
$$

$$
\begin{equation*}
\text { s.t. }(4 \mathrm{~b}),(4 \mathrm{c}),(4 \mathrm{e}) \tag{13b}
\end{equation*}
$$

This approximation is reasonable since the passive beamforming gain $\left|\chi_{k, j}\right|^{2}$ is more sensitive than $\rho_{2, k}^{2}\left(\mathbf{u}_{k}\right)$ to the location variation in the target area $\mathcal{A}$. Based on the special structure of problem (13), we propose an efficient sub-optimal solution by decoupling $\boldsymbol{\Theta}$ and $\left\{\lambda_{k, j}\right\}$. For arbitrarily given $\left\{\lambda_{k, j}\right\}$, the optimization of $\Theta$ is equivalent to maximize the worst-case passive beamforming gain within a given angular span, which can be written as

$$
\begin{equation*}
\max _{\Theta} \min _{\Delta_{\min }\left(\left\{\lambda_{k, j}\right\}\right) \leq \Delta \leq \Delta_{\max }\left(\left\{\lambda_{k, j}\right\}\right)}\left|\sum_{n=1}^{N} e^{i\left(\theta_{n}+2 \pi(n-1) \bar{d} \Delta\right)}\right|^{2} \tag{14a}
\end{equation*}
$$

$$
\begin{equation*}
\text { s.t. } 0 \leq \theta_{n}<2 \pi, \forall n \in \mathcal{N} \text {, } \tag{14b}
\end{equation*}
$$

where

$$
\begin{align*}
& \Delta_{\max }\left(\left\{\lambda_{k, j}\right\}\right)=\max _{k \in \mathcal{K}} \sum_{j=1}^{J} \lambda_{k, j} \max _{\mathbf{u}_{k} \in \mathcal{A}_{k}}\left(\Phi_{t, k}\left(\mathbf{u}_{k}\right)-\Omega_{r, j}\right),  \tag{15}\\
& \Delta_{\min }\left(\left\{\lambda_{k, j}\right\}\right)=\min _{k \in \mathcal{K}} \sum_{j=1}^{J} \lambda_{k, j} \min _{\mathbf{u}_{k} \in \mathcal{A}_{k}}\left(\Phi_{t, k}\left(\mathbf{u}_{k}\right)-\Omega_{r, j}\right) \tag{16}
\end{align*}
$$

```
Algorithm 1 Algorithm for Solving (18)
    1: Initialize \(\left\{\lambda_{k, j}\right\}\) by assigning all the sub-areas to \(\mathrm{AP} j\) with \(\arg \min _{j \in \mathcal{J}} \Omega_{r, j}\).
    2: repeat
    Determine the bottleneck sub-area \(\mathcal{A}_{k_{b}}\) as \(k_{b}=\)
    \(\underset{k \in \mathcal{K}}{\arg \max } \sum_{j=1}^{J} \lambda_{k, j} \max _{\mathbf{u}_{k} \in \mathcal{A}_{k}}\left(\Phi_{t, k}\left(\mathbf{u}_{k}\right)-\Omega_{r, j}\right)^{\prime}\) and assign \(\quad \mathrm{AP} \quad j^{*}\) to
    subarea \(\mathcal{A}_{k_{b}}\) which results in the minimum value of \(\Delta_{s}\left(\left\{\lambda_{k, j}\right\}\right)\). If there
    exists more than one AP that can be assigned to subarea \(\mathcal{A}_{k_{b}}\) with achieving
    the same value of \(\Delta_{s}\left(\left\{\lambda_{k, j}\right\}\right)\), the one that yields the minimum value of
    \(\max _{\mathbf{u}_{k_{b}} \in \mathcal{A}_{k_{b}}}\left(\Phi_{t, k_{b}}\left(\mathbf{u}_{k_{b}}\right)-\Omega_{r, j}\right)\) is chosen.
4: until the objective value \(\Delta_{s}\left(\left\{\lambda_{k, j}\right\}\right)\) can not be decreased.
```

We define $\Delta_{s}\left(\left\{\lambda_{k, j}\right\}\right) \triangleq \Delta_{\max }\left(\left\{\lambda_{k, j}\right\}\right)-\Delta_{\min }\left(\left\{\lambda_{k, j}\right\}\right)$ as the angular deviation associated with $\left\{\lambda_{k, j}\right\}$. Then, we have the following proposition.

Proposition 2: The optimal objective value of problem (14) is non-increasing with respect to $\Delta_{s}\left(\left\{\lambda_{k, j}\right\}\right)$.

Proof: Without loss of generality, two angular spans [ $\Delta_{a}, \Delta_{b}$ ] and $\left[\Delta_{a}, \Delta_{c}\right.$ ] with $\Delta_{c} \geq \Delta_{b}$ are considered. As such, their associated angular deviations are $\Delta_{s}^{1}=\Delta_{b}-\Delta_{a}$ and $\Delta_{s}^{2}=\Delta_{c}-\Delta_{a}$, respectively. $\Delta_{s}^{2} \geq \Delta_{s}^{1}$ and $\left[\Delta_{a}, \Delta_{c}\right]=$ $\left[\Delta_{a}, \Delta_{b}\right] \cup\left[\Delta_{b}, \Delta_{c}\right]$. Suppose that the optimal IRS phaseshift to maximize $\min _{\Delta_{a} \leq \Delta \leq \Delta_{c}}\left|\sum_{n=1}^{N} e^{i\left(\theta_{n}+2 \pi(n-1) \bar{d} \Delta\right)}\right|^{2}$ is $\boldsymbol{\Theta}^{*}=\operatorname{diag}\left(e^{i \theta_{1}^{*}}, \ldots, e^{i \bar{\theta}_{N}^{*}}\right)$ and the corresponding objective value is $g_{2}\left(\Delta_{s}^{2}\right)$. Then, we have

$$
\begin{align*}
g_{2}\left(\Delta_{s}^{2}\right) & =\min \left\{\begin{array}{c}
\min _{\Delta_{a} \leq \Delta \leq \Delta_{b}}\left|\sum_{n=1}^{N} e^{i\left(\theta_{n}^{*}+2 \pi(n-1) \bar{d} \Delta\right)}\right|^{2}, \\
\min _{\Delta_{b} \leq \Delta \leq \Delta_{c}}
\end{array}\left|\sum_{n=1}^{N} e^{i\left(\theta_{n}^{*}+2 \pi(n-1) \bar{d} \Delta\right)}\right|^{2}\right\}, \\
& \leq \min _{\Delta_{a} \leq \Delta \leq \Delta_{b}}\left|\sum_{n=1}^{N} e^{i\left(\theta_{n}^{*}+2 \pi(n-1) \bar{d} \Delta\right)}\right|^{2} \stackrel{(a)}{\leq} g_{1}\left(\Delta_{s}^{2}\right), \tag{17}
\end{align*}
$$

where (a) follows by that $\Theta^{*}$ is one feasible solution to maximize $\min _{\Delta_{a} \leq \Delta \leq \Delta_{b}}\left|\sum_{n=1}^{N} e^{i\left(\theta_{n}+2 \pi(n-1) d \Delta\right)}\right|^{2}$ and $g_{1}\left(\Delta_{s}^{2}\right)$ is its optimal objective value. Thus, we completes the proof.
Proposition 2 identifies the fact that the optimization of $\left\{\lambda_{k, j}\right\}$ in (13) is equivalently to minimize the resulting angular deviation, which leads to the optimization problem as

$$
\begin{equation*}
\min _{\left\{\lambda_{k, j}\right\}} \Delta_{s}\left(\left\{\lambda_{k, j}\right\}\right) \quad \text { s.t. }(4 \mathrm{~b}),(4 \mathrm{c}) \tag{18}
\end{equation*}
$$

Note that the angular deviation can be effectively adjusted by switching the AP association to control $\Delta_{\max }\left(\left\{\lambda_{k, j}\right\}\right)$ and $\Delta_{\min }\left(\left\{\lambda_{k, j}\right\}\right)$, which provides us an efficient successive refinement algorithm to reduce the angular deviation iteratively. The details are shown as in Algorithm 1.

With the obtained $\lambda_{k, j}$ by Algorithm 1, the IRS phase-shift $\boldsymbol{\Theta}$ is optimized by solving problem (14). Such a problem can be solved by adopting the beam flattening technique proposed in [12] and the details are omitted for brevity.

## B. Theoretical Analysis

In this subsection, we provide theoretical analysis to characterize the worst-case passive beamforming gain, which is useful to quantify the practical performance gap between the proposed architecture and the DIBF scheme. First, we aim to measure the ability of using distributed APs to reduce the corresponding angular deviation. Let $\Delta_{s}^{I} \triangleq \Delta_{\text {max }}^{I}-\Delta_{\text {min }}^{I}$ denote
the initial angular deviation by assigning one AP (e.g., AP 1) to all the subareas, where $\Delta_{\max }^{I}=\Delta_{\max }\left\{\lambda_{k, j}^{I}\right\}$ and $\Delta_{\text {min }}^{I}=\Delta_{\text {min }}\left\{\lambda_{k, j}^{I}\right\}$ with $\lambda_{k, 1}^{I}=1, \forall k, \lambda_{k, j}^{I}=0, j \neq 1, \forall k$. Note that the initial angular deviation depends on the locations of the total area $\mathcal{A}$. Then, we have the following proposition.
Proposition 3: Under the condition that $\Omega_{r, j}=\Omega_{r, 1}+$ $(j-1) \Delta_{s}^{I} / J$, the optimal objective value of problem (15) is $\Delta_{s}^{*}=\Delta_{s}^{I} / J$.
Proof: We prove $\Delta_{s}^{*}=\Delta_{s}^{I} / J$ by showing that $\Delta_{s}^{*} \geq \Delta_{s}^{I} / J$ and $\Delta_{s}^{*} \leq \Delta_{s}^{I} / J$, respectively. First, we focus on proving $\Delta_{s}^{*} \geq \Delta_{s}^{\bar{I}} / J$ as follows. The lower bound of the value of $\Delta_{\max }\left\{\lambda_{k, j}\right\}$ can be obtained as $\Delta_{\max }^{l b}\left\{\lambda_{k, j}\right\}=\Delta_{\max }^{I}+$ $\Omega_{r, 1}-\Omega_{r, J}$. Similarly, the upper bound of the value of $\Delta_{\min }\left\{\lambda_{k, j}\right\}$ is $\Delta_{\min }^{u b}\left\{\lambda_{k, j}\right\}=\Delta_{\min }^{I}$. As such, we have $\Delta_{s}^{*} \geq \Delta_{\max }^{l b}\left\{\lambda_{k, j}\right\}-\Delta_{\min }^{u b}\left\{\lambda_{k, j}\right\}=\Delta_{s}^{I}-(J-1) \Delta_{s}^{I} / J=$ $\Delta_{s}^{I} / J$. Then, we focus on proving $\Delta_{s}^{*} \leq \Delta_{s}^{I} / J$ by demonstrating that $\Delta_{s}^{I} / J$ is achievable. Specifically, $\mathcal{A}$ can be partitioned into $K=J$ subareas. Let $\Phi_{t}^{\min }=\Delta_{\text {min }}^{I}+\Omega_{r, 1}$ and $\Phi_{t}^{\max }=\Delta_{\text {max }}^{I}+\Omega_{r, 1}$. For each subarea $\mathcal{A}_{j}$, it satisfies $\Phi_{t, j}\left(\mathbf{u}_{j}\right) \in\left[\Phi_{t}^{\min }+(j-1) \Delta_{s}^{I} / J, \Phi_{t}^{\min }+j \Delta_{s}^{I} / J\right], \mathbf{u}_{j} \in \mathcal{A}_{j}$. By assigning AP $j$ to subarea $\mathcal{A}_{j}$, i.e., $\lambda_{j, j}=1$. We have $\Delta_{\max }\left\{\lambda_{k, j}\right\}-\Delta_{\min }\left\{\lambda_{k, j}\right\}=\Delta_{s}^{I} / J$ and thus $\Delta_{s}^{*} \leq \Delta_{s}^{I} / J$. Based on the facts that $\Delta_{s}^{*} \geq \Delta_{s}^{I} / J$ and $\Delta_{s}^{*} \leq \Delta_{s}^{I} / J$, we obtain $\Delta_{s}^{*}=\Delta_{s}^{I} / J$, which thus completes the proof.

Proposition 3 explicitly unveils that the corresponding angular deviation can be effectively reduced from $\Delta_{s}^{I}$ to $\Delta_{s}^{I} / J$ by properly designing the AP-subarea associations, which is helpful for reaping the high passive beamforming gain. Define $\left|\chi^{w}\right|^{2}$ as the worst-case passive beamforming gain achieved by using the beam flattening technique to solve problem (14). Then, we identify the minimum required number of APs, denoted by $J_{s}$, to achieve the fundamental squared power gain and further characterize $\left|\chi^{w}\right|^{2}$ with respect to $N$ in the following theorem.

Theorem 1: When $J \geq J_{s} \triangleq\left\lceil N \bar{d} \Delta_{s}^{I}\right\rceil$, we have $\left|\chi^{w}\right|^{2} \simeq$ $4 N^{2} / \pi^{2}$ as $N \rightarrow \infty$.
Proof: When $J \geq J_{s}$, its resulting angular span is $\left[\Delta_{\min }, \Delta_{\max }\right]$ and $\Delta_{\max }-\Delta_{\min } \leq 1 /(N d)$. By setting $\theta_{n}=-2 \pi(n-1) \bar{d}\left(\Delta_{\min }+1 /(2 N \bar{d})\right)$. The worst case passive beamforming gain within $\left[\Delta_{\min }, \Delta_{\max }\right.$ ] can be derived as

$$
\begin{equation*}
\left|\chi^{w}\right|^{2}=\sum_{n=1}^{N} e^{-i \pi(n-1) / N}=\frac{1}{\sin ^{2}(\pi /(2 N))} \stackrel{(a)}{\simeq} \frac{4}{\pi^{2}} N^{2} \tag{19}
\end{equation*}
$$

where the approximation in $(a)$ becomes tighter as $N \rightarrow \infty$ since $\lim _{x \rightarrow 0}(\sin x) / x=1$. Thus, the proof is completed.

Theorem 1 indicates that the power scaling law of $\mathcal{O}\left(N^{2}\right)$ can be extended from the single-user case in [5] to the case for area coverage. Denote the worst-case received power of the D-MIMO empowered static IRS architecture and the DIBF scheme as $\bar{p}_{r}^{w}(N)$ and $\bar{p}_{r}^{d}(N)$, respectively. Then, we have the following corollary to quantify the practical performance gap relative to the DIBF scheme in terms of the worst-case received power.

Corollary 1: When $J \geq J_{s}$, it follows that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \bar{p}_{r}^{w}(N) / \bar{p}_{r}^{d}(N) \geq 4 / \pi^{2} \tag{20}
\end{equation*}
$$

Proof: Based on Theorem 1, we have

$$
\begin{align*}
\lim _{N \rightarrow \infty} & \bar{p}_{r}^{w}(N) \stackrel{(a)}{\geq}\left(\gamma_{1} M \lim _{N \rightarrow \infty}\left|\chi^{w}\right|^{2}+\gamma_{2} M N\right) L \\
& =\left(\gamma_{1} \frac{4}{\pi^{2}} M N^{2}+\gamma_{2} M N\right) L \tag{21}
\end{align*}
$$



Fig. 2. Worst-case IRS passive beamforming gain versus $J$.


Fig. 3. Worst-case SNR versus Rician factor.
where $L=\left(\min _{j \in \mathcal{J}} \rho_{1, j}^{2}\right)\left(\min _{k \in \mathcal{K}} \min _{\mathbf{u}_{k} \in \mathcal{A}_{k}} \rho_{2, k}^{2}\left(\mathbf{u}_{k}\right)\right)$ accounts for the worst-case concentrated path-loss and (a) holds since $\min _{x \in \mathcal{X}} f(x) g(x) \geq \min _{x \in \mathcal{X}} f(x) \min _{x \in \mathcal{X}} g(x)$. Then, $\bar{p}_{r}^{d}(N)$ can be expressed as $\bar{p}_{r}^{d}(N)=$ $\left(\gamma_{1} M N^{2}+\gamma_{2} M N\right) L$. Thus, we obtain

$$
\begin{equation*}
\frac{\bar{p}_{r}^{w}(N)}{\bar{p}_{r}^{d}(N)} \geq \frac{\gamma_{1} 4 M N^{2} / \pi^{2}+\gamma_{2} M N}{\gamma_{1} M N^{2}+\gamma_{2} M N} \stackrel{(b)}{\geq} \frac{4}{\pi^{2}} \tag{22}
\end{equation*}
$$

where the equality in $(b)$ holds when $\gamma_{1}=1$ and $\gamma_{2}=0$.
Corollary 1 implies that the worst-case received power-loss of the D-MIMO empowered static IRS architecture relative to the DIBF scheme is always less than 3.9 dB when the number of APs is sufficient.

## IV. Numerical Results

We consider a three-dimensional Cartesian coordinate system, where the IRS is located at $(0,0,10)$ meter (m). The target area is assumed to be a rectangular centered at $(150,0,0) \mathrm{m}$. whose length and width are set as 100 m and 40 m , respectively. $J$ distributed APs are located on a circle centered at $(0,0,0) \mathrm{m}$ with radius 10 m , whose specific locations satisfy $\Omega_{r, j}=\Omega_{r, 1}+(j-1) \Delta_{s}^{I} / J$ as indicated in Proposition 3. The target area is partitioned into $K=J$ disjoint subareas and subarea $\mathcal{A}_{j}$ satisfies $\Phi_{t, j}\left(\mathbf{u}_{j}\right) \in\left[\Phi_{t}^{\min }+(j-1) \Delta_{s}^{I} / J, \Phi_{t}^{\min }+j \Delta_{s}^{I} / J\right], \mathbf{u}_{j} \in \mathcal{A}_{j}$. The pathloss exponents of both the AP-IRS and IRS-user channels are set to 2 . The signal attenuation at a reference distance of 1 m is set to 40 dB . The remaining system parameters are set as: $M=4, P_{\max }=23 \mathrm{dBm}$, and $d=0.5$.

In Fig. 2, we evaluate the worst-case passive beamforming gain versus $J$ under the different number of IRS elements. It is observed that the minimum required number of APs to achieve the fundamental squared power gain increases as $N$ becomes large, which is consistent with that the expression of $J_{s}$ shown in Theorem 1 is a increasing function with respect to $N$. This is because the beamwidth formed by the large IRS is narrow, which requires more APs to keep the resulting angular span falling into its beamwidth. Benefited by the diversity of different directions provided by distributed APs, the angular deviation is significantly reduced and thus substantial passive beamforming gain (more than 10 dB ) over the case of $J=1$ can be achieved. Additionally, the value of the
achieved passive beamforming gain is near to $4 N^{2} / \pi^{2}$, which agrees with our analysis in Theorem 1.

In Fig. 3, we show the worst-case SNR versus the Rician factor by normalizing the resulting received power by the noise power -90 dBm . The results of the proposed $D-M I M O$ empowered IRS architecture are obtained under the condition of $J=J_{s}$. The DIBF scheme and the static IRS beamforming scheme (with $J=1$ ) [12] are also considered for performance comparison. It is observed that the performance gain of our proposed scheme over the static IRS beamforming scheme becomes more pronounced as Rician factor increases, which implies the significance of deploying the IRS to create LoS links with both the target-area and the AP. Moreover, the performance-loss of the proposed architecture compared to the DIBF scheme is observed to be 0.73 dB and 3.6 dB for $N=128$ and $N=512$, respectively. The resulting performance-loss is lower than 3.9 dB , which validates the analysis in Corollary 1.

## V. Conclusion

For the static IRS enhanced wireless coverage, we proposed a novel D-MIMO empowered static IRS architecture to achieve dynamic beamforming gain with only a single set of static IRS beamforming pattern. By exploiting the spatial direction of multiple APs, the target area is partitioned into multiple subareas and each subarea is covered by an assigned AP. We aim to maximize the worst-case average received power over all locations in the target area by jointly optimizing a single set of IRS beamforming pattern and AP-subarea association. Moreover, we demonstrated both analytically and numerically the achieved performance gains of the proposed design over the conventional static beamforming design.
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